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Abstract

The key objective of this research is to study fracture with a meshfree method, local maximum entropy approximations, and model fracture in thin shell structures with complex geometry and topology. This topic is of high relevance for real-world applications, for example in the automotive industry and in aerospace engineering. The shell structure can be described efficiently by meshless methods which are capable of describing complex shapes as a collection of points instead of a structured mesh. In order to find the appropriate numerical method to achieve this goal, the first part of the work was development of a method based on local maximum entropy (LME) shape functions together with enrichment functions used in partition of unity methods to discretize problems in linear elastic fracture mechanics. We obtain improved accuracy relative to the standard extended finite element method (XFEM) at a comparable computational cost. In addition, we keep the advantages of the LME shape functions, such as smoothness and non-negativity. We show numerically that optimal convergence (same as in FEM) for energy norm and stress intensity factors can be obtained through the use of geometric (fixed area) enrichment with no special treatment of the nodes near the crack such as blending or shifting.

As extension of this method to three dimensional problems and complex thin shell structures with arbitrary crack growth is cumbersome, we developed a phase field model for fracture using LME. Phase field models provide a powerful tool to tackle moving interface problems, and have been extensively used in physics and materials science. Phase methods are gaining popularity in a wide set of applications in applied science and engineering, recently a second order phase field approximation for brittle fracture has gathered significant interest in computational fracture such that sharp cracks discontinuities are modeled by a diffusive crack. By minimizing the system energy with respect to the mechanical displacements and the phase-field, subject to an irreversibility condition to avoid crack healing, this model can describe crack nucleation, propagation, branching and merging. One of the main advantages of the phase field modeling of fractures is the unified treatment of the interfacial tracking and
mechanics, which potentially leads to simple, robust, scalable computer codes applicable to complex systems. In other words, this approximation reduces considerably the implementation complexity because the numerical tracking of the fracture is not needed, at the expense of a high computational cost. We present a fourth-order phase field model for fracture based on local maximum entropy (LME) approximations. The higher order continuity of the meshfree LME approximation allows to directly solve the fourth-order phase field equations without splitting the fourth-order differential equation into two second order differential equations. Notably, in contrast to previous discretizations that use at least a quadratic basis, only linear completeness is needed in the LME approximation. We show that the crack surface can be captured more accurately in the fourth-order model than the second-order model. Furthermore, less nodes are needed for the fourth-order model to resolve the crack path. Finally, we demonstrate the performance of the proposed meshfree fourth order phase-field formulation for 5 representative numerical examples. Computational results will be compared to analytical solutions within linear elastic fracture mechanics and experimental data for three-dimensional crack propagation.

In the last part of this research, we present a phase-field model for fracture in Kirchoff-Love thin shells using the local maximum-entropy (LME) meshfree method. Since the crack is a natural outcome of the analysis it does not require an explicit representation and tracking, which is an advantage over techniques as the extended finite element method that requires tracking of the crack paths. The geometric description of the shell is based on statistical learning techniques that allow dealing with general point set surfaces avoiding a global parametrization, which can be applied to tackle surfaces of complex geometry and topology. We show the flexibility and robustness of the present methodology for two examples: plate in tension and a set of open connected pipes.
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Chapter 1

Introduction

1.1 Background and motivation

The modeling of fracture is of major importance in engineering applications such as aircraft fuselages, pressure vessels, automobile components, and castings. The progress in this field and the ability to prevent material failure have helped control the dangers caused by increasing technological complexity. According to report given in [4], the cost of fracture-related damage in the United States estimated at over 100 billion dollars per year. It seems reasonable that this amount could be reduced by advances in fracture mechanics research. Clearly, the damage due to fracture in manufactured components is a significant economic problem. The first step in reducing the costs associated with this phenomenon is understanding it. The study of fracture mechanics is an endeavor that uses concepts from engineering, physics, materials science and statistics to answer some of the following questions:

- Given a particular structure or component, what load conditions and over what period of time can be supported before fracture-related damage occurs?

- In which parts of the structure or the component are cracks more likely to appear and in what direction will they propagate?

- What is the number and size of pre-existing fractures, or fracture-related flaws, at which the structure or component will still be able to operate safely (at least for a specific amount of time)?

The last question in particular is the most important and perhaps also the most surprising. Virtually all materials have flaws that are introduced in the manufacturing process. Over time these flaws become microcracks, which can combine and propagate to become macrocracks that can endanger the safety of the structure or equipment.
Being able to differentiate between an airplane component that is fractured but still able to operate safely and one that is not, can make the difference between a routine flight and a catastrophe.

1.2 Discrete fracture models

A theoretical model for brittle fracture in solids was introduced by Griffith [5] and Irwin [6], which relates crack nucleation and propagation to a critical value of the energy release rate. During the last few decades the numerical simulation of such process has gained importance and often plays a key role in design decisions [4, 7, 8]. This has been mainly motivated by the impossibility to have analytical solutions in most practical situations and the costs of obtaining meaningful and detailed information from experiments. Numerical methods, such as the finite element method have been used to model fracture with some success, but often they are unable to capture some physical properties of the phenomenon. Modeling of moving discontinuities with classical finite elements is difficult to automate because of the requirement that the mesh must conform to the surfaces of discontinuity. It also usually requires local refinement near the fracture zone, in particular near the crack tips where singularities in the stress field occur [9–12].

An attractive approach to overcome these difficulties has been presented by the extended finite element method (XFEM) [13, 14] or the generalized finite element method (GFEM) [15]. These methods allow the approximation of arbitrary discontinuities or singularities by incorporating them in the approximation field through enrichments. This uses the fact that standard shape functions must form a partition of unity, which is then used to patch together the local approximation spaces [16]. This allows the modeling of different features of the solution (including discontinuities and boundary layers) without remeshing, by simply incorporating the information about the character of the solution in the approximation space. Moreover, the quality of the approximation is often also improved with a comparatively lower number of degrees of freedom. For example, crack-tip singularities can be expressed in the approximation space in terms of the branch functions, which provide an optimal representation [13, 14]. Other computational physics problems have been modeled by the use of XFEM [17–24], and open-source codes have been developed [25]. Moreover, the algorithmic implementation and numerical efficiency aspects of this method have been extensively studied [26]. Due to its relative robustness and efficiency, XFEM is also used in industrial applications [27, 28] and has been implemented in commercial numerical simulation software.
There is in particular a growing interest in modeling fracture mechanics with enrichment functions combined with meshless methods \[32-34\], or isogeometric analysis \[35\]. Advantages of the resulting methods include the possibility to model exactly curved boundaries through higher order shape functions. The resulting basis functions also have higher continuity, which is particularly advantageous when the physical model problem requires higher continuity, such as the Kirchhoff-Love theory. Also in some enriched meshless methods, no explicit representation of the crack’s topology is needed as this is handled through cracking particles as in \[36\] or weight-function enrichments as in \[37, 38\]. The cracking particles method introduces crack segments through the entire domain of influence of cracked nodes. They do not require any representation of the crack surface and crack branching and crack coalescence is a natural outcome of the simulation. However, the crack kinematics is not as accurate as in XFEM.

In all of these methods, a discontinuity is incorporated in the displacement field or geometry either through the mesh or through the approximation space. One key challenge of such methods is describing the crack geometry and tracking the paths of the cracks as the fracture progresses. This becomes increasingly challenging for complex structures and domain geometries. In general these numerical approximations track the evolution of the fracture during the simulations but they have shown to be inefficient regarding, for example, crack branching in three dimensional applications. Moreover, ill-conditioned systems are obtained due to addition of extra degrees of freedom into the displacement field. Although, some preconditioning methods have been introduced to alleviate this issue \[39, 40\], the computational cost of these methods is quite high.

### 1.3 Continuous fracture models

Besides the discrete models that has been gaining popularity over the last decade, continuous descriptions of fracture in solids have been recently presented which are based on an energy approach of fracture, such as continuum damage models \[41, 42\] and variational regularized model of Griffith’s fracture \[43\]. In these approaches, discontinuities are not introduced into the displacement field. Therefore, special treatment of cracks tip singularities, such as computing the stress intensity factors for predicting the crack path, are not needed. These methods do not require a representation of the crack surface which reduces complexity. Phase-field approaches for fracture \[43\] are such an alternative to the above mentioned discrete crack methods, as they do not require an explicit representation of the crack surface or separate crack tracking algorithms. The
crack surface is obtained as part of the solution and it is represented by an indicator function that is equal to 0 on the crack surface and 1 away from the fracture zone. In recent years, phase-field methods are widely used in science and engineering to model a variety of physics problems [44–47]. The predecessors of phase-field approaches to fracture can be traced back to 1998 in [48, 49], where the brittle crack propagation problem was regularized and recast as a minimization problem. In this model, the proposed energy functional is closely similar to the potential functional presented by Mumford and Shah [50], which has been used in image segmentation. The existence of solution to the Mumford-Shah functional minimization was proven by Ambrosio in [51]. In [52], an approximation by an elliptic functional defined on Sobolev spaces was developed, based on the theory of $\Gamma$-convergence. Later on, Bourdin introduced image segmentation based on a finite element method in [53].

In the phase-field approach a continuous field governed by a partial differential equation is used to model the cracks and their evolution. No evaluation of the stress intensity factors is necessary and this method naturally deals with complex crack geometries. Its main drawback is higher computational cost of solving a coupled PDE system. In this method, the crack zone is controlled by a regularization parameter. As this regularization parameter converges to zero, the phase field model converges to a discrete crack model.

Of particular importance to the modeling of practical engineering problems are thin shell formulations. Despite the advances made in simulating fracture for solids [54, 55], fracture in shell structures such as an entire wing of an aircraft – remains a challenge due to the complex relation between the cracks and the shell kinematics and geometry. Because the physical dimension is reduced (i.e. from 3D to 2D), the computational resources are drastically reduced. Thin shell models are used in the design of new cars and aircraft in impact simulations. Non-propagating cracks in plates and shells have been modeled with partition-of-unity methods [56–58], but these approaches have been restricted to simple geometries. The majority of the formulations are based on Mindlin-Reissner theory [59]. There are comparatively fewer methods considering fracture in thin shells [60]. In [61–63], some meshfree thin shell models for static and dynamic fracture were presented. Furthermore, many of the approaches are applied to simple geometries such as plates, or spherical and cylindrical geometries [64–67]. Recently, nonlinear manifold learning techniques have been used to parametrize 2D sub-domains of a point-set surface, which are then used as parametric patches and joined together with a partition of unity. This method is able to model shells with complex geometry and topology structures [3, 68]. In [69], a shell element based on discrete Kirchhoff
theory was proposed assuming through-the-thickness cracks. Later, a shell model with the phantom node method based on edge rotations was proposed [66] for both thin and thick shells, where the crack tip can be located inside an element. A method based on subdivision shell elements and modeling the fracture along the element edges with a cohesive law was proposed in [70]. Most of above methods are based on discrete crack models that require explicitly tracking the crack path. Towards a more general, flexible and robust methodology to deal with fracture in Kirchhoff-Love shells, we propose modeling fracture with a phase-field model and discretizing the coupled thin-shell/phase-field equations with a meshfree method developed recently for manifolds of complex geometry and topology [3, 68].

1.4 Local Maximum Entropy (LME) approximants

The main objective of this thesis is to study fracture with local maximum entropy approximations and model fracture in thin shell structures with complex geometry and topology. In order to achieve this goal, in the first part of this dissertation, we study numerical methods to model discrete fracture in solid. We propose a coupling of the LME shape functions with the extrinsic enrichments used in partition of unity enriched methods for fracture, such as the extended finite element method (XFEM), see [62, 71, 72]. The LME shape functions are based on the principle of maximum entropy, which gives them optimal properties with respect to the uncertainty in the approximation. They are also very smooth ($C^\infty$ - continuous), non-negative, which improves stability, and they possess a weak Kronecker delta property which makes it easy to impose the boundary conditions. With a fixed area (geometric) enrichment, optimal convergence is obtained. The LME basis functions are in general not polynomials but rather particle-based smooth functions, whose support is dictated by a non-dimensional parameter $\gamma$. When $\gamma$ takes on large values, the LME shape functions asymptotically approach the FEM shape function (while maintaining $(C^\infty$ - continuity). On the other hand, when $\gamma$ decreases, the LME shape functions have better approximation properties compared to standard FEM shape functions, but the size of their support increases. Hence, accurate numerical integration using standard Gauss quadrature requires a greater number of function evaluations. We observed that there is an optimal value of $\gamma$ of around 1.8 that maximizes the accuracy in relation to computational cost. Moreover, this method is more accurate than standard XFEM and does not require the so-called blending elements (the elements near the crack tip). When compared to usual meshfree methods for crack propagation, such as Element Free Galerkin (EFG), the method presented
here, which satisfies the weak kronecker delta property, can more easily deal with essential boundary conditions. Moreover, smooth and non-negative basis functions, such as those in isogeometric analysis or LME approximations are gaining importance in recent research. We also, studied phase field models for the solid structures. This approach offers new perspectives for creating theoretical and computational models that can deal with complex fracture patterns. The discrete crack methods, such as XLME, seem less efficient in 3D applications with complex crack branching. All of the discrete crack methods need a considerable amount of additional algorithmic structure in these cases. Conversely, phase field method can be implemented in a straightforward manner to model complex crack branching. Furthermore, for the phase field method the extension of 2D algorithmic to 3D is straightforward. Complex crack patterns in 3D can be modeled without significant changes in the algorithmic structure for sufficiently fine mesh resolutions. We also developed a higher-order phase field model for fracture. The reason is that a second order phase field model is not as accurate as previously considered methods for modelling fracture. A higher-order phase field can take advantage of the increased regularity of the LME shape functions to deliver more accurate results. However, we observed that some particular problems, by using appropriate $\gamma$ for the second order phase field model, we get almost the same accuracy as the fourth order phase field model. The advantage of using the second order phase field model is related to the computational cost. The second order phase field model with $\gamma \geq 4.8$ is much faster than the fourth order phase field model with $\gamma \leq 1.8$. Hence, we conclude that using the second order or the fourth order phase field models is problem dependent.

1.5 Contributions and Organization

The principal goal is to develop computationally efficient fracture model with LME approximants in order to model fracture in thin shell structure with complex geometry and topology. For this purpose, we have studied the LME shape functions, the statistical manifold learning technique that allow dealing with general point set surfaces avoiding a global parametrization, the extended LME method and the phase field method to model fracture with complex crack branching. Coupling the phase-field method, which can model completely arbitrary cracks, with this new geometric methods for thin shell structures will enable us to deal with fracture of complex thin shell structures. In fact, this framework is sufficiently realistic that it could be directly validated by comparison with experimental data.
During the course of the work, it was realized that many substantially different problems have to be solved in order to approach the global goal. Therefore, the associated objectives along with the outline of presentation can be listed as follows: In the chapter 2, we briefly describe the LME approximants. In the chapter 3, we introduce the coupling between LME and partition of unity enrichment functions, with particular reference to implementation issues such as numerical integration. Next we examine the accuracy of the method through several numerical examples, showing optimal convergence rates for the energy norm of the error and stress-intensity factors can be achieved. In the chapter 4 we introduce the general theory and motivation for the second and fourth order phase filed models. In this chapter, the convergence rate and the error of modeling of the fourth order model are compared to the second order model. Also, the continuum formulation of an elastic body with phase field model, is presented. Finally, we demonstrate the capabilities of the method through some numerical examples. We indicate that it is straightforward to extend 2D examples to 3D. In the chapter 5 modeling fracture in thin shell structures with complex geometry and topology is presented. In the section 5.1 some dimensionality reduction methods are mentioned. The section 5.2 describes the representation of general surfaces represented by a set of scattered points [3]. In the section 5.3, we review the Kirchhoff–Love theory of thin shells. In this section, we introduce a phase-field model for fracture in thin shells. The Galerkin discretization is also presented in this section. In the section 5.4 we demonstrate the capabilities of the method through a numerical example to capture cracks in thin shell structure with complex geometry and topology. Chapter 6 contains concluding remarks and some possibilities for future work.
Chapter 2

Local Maximum entropy approximants

Maximum entropy shape functions are a relatively new class of approximation functions, as they were first introduced in [73] in the context of polygonal interpolation. The idea of these functions is to maximize the Shannon entropy [74] of the basis functions, which gives a measure of the uncertainty in the approximation scheme. The principle of maximum entropy (max-ent) was developed by Jaynes [75, 76], who showed that there is a natural correspondence between statistical mechanics and information theory. In particular, max-ent offers the least-biased statistical inference when the shape functions are viewed as probability distributions subject to the approximation constraints (such as linear reproducing properties). However, without additional constraints, the basis functions are non-local, which due to increased overlapping makes them unsuitable for analysis using Galerkin methods. The large overlapping of the basis functions, generally leads to more expensive numerical integration schemes due to large number of evaluation points. It also produces non-sparse stiffness matrix which require significantly more computational resources to solve.

The local maximum-entropy (LME) approximation schemes were developed in [77] using a framework similar to meshfree methods. Here the support of the basis functions is introduced as a thermalization (or penalty) parameter $\beta$ in the constraint equations. When $\beta = 0$, then the max-ent principle is fully satisfied and the basis functions will be least biased. For example, if only zero-order consistency is required, the shape functions are Shepard approximants [78] with Gaussian weight function. When $\beta$ is large, then the shape functions have minimal support. In particular, they become the usual linear finite element functions defined on a Delaunay triangulation of the domain.
associated with the given node set. In [77] it was shown that for some values of $\beta$, the approximation properties of the maximum-entropy basis functions are greatly superior to those of the finite element linear functions, even when the added computational cost due to larger support is taken into account.

Subsequent studies, such as [79–81], show that maximum entropy shape functions are suitable for solving a variety of problems such as thin shell analysis, compressible and nearly-incompressible elasticity and incompressible media problems. Higher order approximations can also be obtained using the max-ent framework, as shown in [82]. This class of methods is therefore related to the MLS-based meshless methods (due to the node-based formulation) and isogeometric analysis (with whom it shares features such as weak Kronecker delta and non-negativity), inheriting some advantages from both.

### 2.1 Local Maximum entropy shape functions

LME meshfree approximants, introduced in [77], are related to other convex approximation schemes, such as natural neighbor approximants [83], subdivision approximants [84], or B-spline and NURBS basis functions [? ]. The LME basis functions will be denoted by $p_a(x)$, $a = 1, \ldots, N$ with $x \in \mathbb{R}^d$, $d$ is the dimension of the physical domain. They are non-negative and are required to satisfy the zeroth-order and first-order consistency conditions:

\[
\begin{align*}
p_a(x) &\geq 0, \\
\sum_{a=1}^{N} p_a(x) &= 1, \\
\sum_{a=1}^{N} p_a(x)x_a &= x.
\end{align*}
\]

In the last equation, the vector $x_a$ identifies the positions of the nodes associated with each basis function. Consider a set of nodes $X = \{x_a\}_{a=1,\ldots,N}$, which we will call the node set. The convex hull of $X$ is the set

\[
\text{conv}X := \{x \in \mathbb{R}^d | x = X\lambda, \lambda \in \mathbb{R}_+^N, 1 \cdot \lambda = 1 \}
\]

Here $\mathbb{R}_+^N$ is the non-negative orthant, $1$ denotes the vector in $\mathbb{R}^N$ whose entries are one, and $X$ is the $d \times N$ matrix whose columns are the co-ordinates of the position vectors
of the nodes in the node set $X$ [77]. Convex approximants, which are in the span of convex basis functions, can only exist within the convex hull of $X$ (or subsets of it) and satisfy a weak Kronecker delta property at the boundary of the convex hull of the nodes. This means that the shape functions corresponding to the interior nodes vanish on the boundary. With this property, the imposition of essential boundary conditions in the Galerkin method is straightforward.

The principle of maximum entropy comes from statistical physics and information theory, which consider the measure of uncertainty or information entropy [74]. Consider a random variable $\chi : I \rightarrow \mathbb{R}^d$, where $I$ is the index set $I = \{1, ..., N\}$ and $\chi(a) = x_a$ gives to each index the position vector of its corresponding node. Since the shape functions of a convex approximation scheme are non-negative and form a partition of unity, we regard \{\(p_1(x), ..., p_N(x)\)\} as the corresponding probabilities. The statistical expectation or average of this random variable, as seen from equation (2.3), is $x$. According to this interpretation, the approximation of a function $u(x) \approx \sum_{a=1}^{N} p_a(x) u_a$ from the nodal values \{\(u_a\)\}_{a=1}^{N} is understood as an expected value $u(x)$ of a random variable $\mu : I \rightarrow \mathbb{R}$ where $\mu(a) = u_a$. A first question of interest is whether there exist shape functions consistent with the constraints. From the convex hull meaning the following theorem holds [85].

**Theorem 1.** There is a discrete distribution having the probabilities \{\(p_1(x), ..., p_N(x)\)\} that satisfies the constraints 2.1, 2.2 and 2.3 if and only if $x \in \text{conv}X$.

The main idea of max-ent is to maximize the Shannon’s entropy, $H(p_1, p_2, ..., p_N)$, subject to the consistency constraints as follows:

\begin{equation}
\text{(ME)} \quad \text{For a fixed } x \text{ maximize } \quad H(p_1, p_2, ..., p_N) = - \sum_{a=1}^{N} p_a \log(p_a) \\
\quad \text{subject to } p_a \geq 0, \quad a = 1, ..., N \\
\quad \sum_{a=1}^{N} p_a = 1 \\
\quad \sum_{a=1}^{N} p_a x_a = x. 
\end{equation}

The existence and uniqueness of the solution of this program are established by the following Theorem.

**Theorem 2.** There exists a max-ent distribution for the program (2.5) if and only if $x \in \text{conv}X$, and the solution is unique.
Solving the (ME) problem produces the set of basis functions, \( p_a := p_a(x), a = 1, \ldots, N \). However, these basis functions are non-local, i.e. they have support in all of \( \text{conv}X \), and are not suitable for use in a Galerkin approximation because it would lead to a full, non-banded matrix. In addition, the max-ent approximation is far from interpolating in the interior, and results in a very poor fit to the given data as illustrated in [77]. Nevertheless, they have been used in [73] as basis functions for polygonal elements.

Another optimization problem which takes into account the locality of the shape functions is Rajan’s form of the Delaunay triangulation [86]. This can be stated as the following linear program:

\[
\begin{align*}
\text{(RAJ)} & \quad \text{For a fixed } x \text{ minimize} \\
U(x, p_1, p_2, \ldots, p_N) & = \sum_{a=1}^{N} p_a |x - x_a|^2 \\
\text{subject to} & \quad p_a \geq 0, \quad a = 1, \ldots, N \\
& \quad \sum_{a=1}^{N} p_a = 1 \\
& \quad \sum_{a=1}^{N} p_a x_a = x
\end{align*}
\]

**Theorem 3.** The program (RAJ) has unique solution if and only if \( x \in \text{conv}X \) and nodes in \( X \) are in general positions.

It is easy to see that \( U(x, p_1, p_2, \ldots, p_N) \) is minimized when the shape functions \( p_1, \ldots, p_N \) decay rapidly as the distance from the corresponding nodes \( x_a \) increases. There, the shape functions that satisfy (RAJ) problem will have small supports, where the support can be defined up to a small tolerance \( \epsilon \) by

\[
\text{supp}(p_a) = \{x : p_a(x) > \epsilon\}
\]

The main idea of LME approximants is to compromise between the (ME) problem and the (RAJ) problem by introducing parameters \( \beta_a \) that control the support of the \( p_a \).
Therefore we write:

For a fixed $\mathbf{x}$ minimize

$$f_{\beta_a}(\mathbf{x}, p_1, p_2, \ldots, p_N) = \sum_{a=1}^{N} \beta_a p_a |\mathbf{x} - \mathbf{x}_a|^2 + \sum_{a=1}^{N} p_a \log(p_a)$$

subject to $p_a \geq 0$, $a = 1, \ldots, N$

$$\sum_{a=1}^{N} p_a = 1$$

$$\sum_{a=1}^{N} p_a \mathbf{x}_a = \mathbf{x}$$

Since for $\beta \in [0, +\infty)$ the function $f_{\beta_a}(\mathbf{x}, \cdot)$ is continuous and strictly convex in the domain of $\{p_1(\mathbf{x}), \ldots, p_N(\mathbf{x})\}$ or feasible set, an identical theorem to that in Theorem (2) states that LME program has a unique solution if and only if $\mathbf{x} \in \text{conv} X$. The non-negative parameters $\beta_a$ can in general be functions of the position $\mathbf{x}$. This convex optimization problem is solved efficiently by a duality method as described in [77]. Finally, the shape functions are written in the form:

$$p_a(\mathbf{x}) = \frac{1}{Z(\mathbf{x}, \lambda^*(\mathbf{x}))} \exp[-\beta_a |\mathbf{x} - \mathbf{x}_a|^2 + \lambda^*(\mathbf{x}) \cdot (\mathbf{x} - \mathbf{x}_a)]$$

where

$$Z(\mathbf{x}, \lambda) = \sum_{b=1}^{N} \exp[-\beta_b |\mathbf{x} - \mathbf{x}_b|^2 + \lambda \cdot (\mathbf{x} - \mathbf{x}_b)]$$

is a function associated with the node set $X$ and $\lambda^*(\mathbf{x})$ is defined by

$$\lambda^*(\mathbf{x}) = \arg\min_{\lambda \in \mathbb{R}^d} \log Z(\mathbf{x}, \lambda)$$

This optimization problem is efficiency solved with Newton Raphson’s method.

The local max-ent shape functions are as smooth as $\beta(\mathbf{x})$ and $p_a(\mathbf{x}, \beta_a)$ is a continuous function of $\beta \in [0, +\infty)$ [77]. For example LME shape functions are $C^\infty$ if $\beta$ is constant. In this dissertation we choose $\beta = \frac{\gamma}{h^2}$, where $h$ is a measure of the nodal spacing and $\gamma$ is constant over the domain. In this case the shape functions are smooth and their degree of locality is controlled by the parameter $\gamma$. A plot of the LME functions for $\gamma = 1.8$ and a particular choice of nodes is given in Figure 2.1. In general, the optimal $\beta$ is not obvious and this will be discussed later in this work.

As we mentioned before, LME shape functions satisfy a weak Kronecker delta prop-
Figure 2.1: Local max-ent shape functions in 2D.

...ert at the boundary of the convex hull of the nodes. Therefore, the shape functions that correspond to interior nodes vanish on the boundary. This property makes it easy to impose the boundary conditions. In the last chapter, we indicate how the smoothness property of these shape functions can be used to model structures with complex geometry and topology.
Chapter 3

Extended Local Maximum entropy method

Fracture can be studied from many scales related to the field of the application, for instance at the atomic level and at the scale of the microstructure of the material. From the engineering point of view, the material is treated as a continuum and it is desired to predict and model fracture through the analysis of stress, strain and energy. In this dissertation, we consider this engineering point of view and follow the continuum and fracture mechanics formulations in solid.

3.1 Basic Fracture Mechanics Concepts

In 1956, Irwin used the Westergaard approach to develop the concepts that were introduced by Griffith in 1920. According to the Westergaard [87], Irwin [88], Sneddon [89] and Williams’s work [90], linear elastic theory predicts that the stress distribution $\sigma_{ij}$ tensor round the crack tip, in polar coordinates $(r, \theta)$ with origin at the crack tip, has the form

$$\sigma_{ij}(r, \theta) = K \sqrt{\frac{2 \pi f_{ij}(\theta)}{r}} + \text{higher order terms} \quad (3.1)$$

where $K$ is the stress intensity factor and $f_{ij}(\theta)$ is a dimensionless quantity that varies with the load and geometry. Fracture mechanics theories have been developed to account for various types of nonlinear material behavior and dynamic effects. All of these recent methods are extensions of linear elastic fracture mechanics. So, here we focus on the theory of linear elastic fracture mechanics (LEFM). Regarding stress analysis point of view, there are three types of loading that a crack can experience (a) Opening, mode I: The crack surfaces separate symmetrically with respect to the
planes $xy$ and $xz$. (b) Sliding, mode II: The crack surfaces slide relative to each other symmetrically with respect to the plane $xy$ and skew-symmetrically with respect to the plane $xz$. (c) Tearing, mode III: The crack surfaces slide relative to each other skew-symmetrically with respect to both planes $xy$ and $xz$. The stress intensity factors are usually given a subscript to denote the mode of loading; i.e., $K_I$, $K_{II}$ and $K_{III}$, which are called the Mode I, Mode II and Mode III stress intensity factors. Stress intensity factors are local parameters of fracture behavior which qualify the stresses, strains and displacements around the crack tip. Stress intensity factors are useful instruments for analysis the discrete descriptions of fracture numerical methods which incorporate a discontinuity into the displacement field or geometry, such as the extended finite element method (X-FEM) [14], the cohesive zone methods [91, 92], and the cohesive segments method [93].

3.2 Extrinsic enrichments for Partition of Unity Methods

In this section, we focus on discrete methods of modeling cracks. As we mentioned in the introduction chapter, in these methods the discontinuity is introduced to the displacement field by means of remeshing or by enriching the basis by inserting discontinuities using the partition of unity method proposed by Babuška and Melenk [16]. The enrichment is aimed to increase the accuracy of approximation by including information of the analytical solution. The main idea of Partition of Unity (PU) enrichment as used here is to extend the basis approximation space with some additional enrichment.
functions, such that it is able to reproduce certain features of the problem of interest, e.g. cracks. The proposed method here is based on a local partition of unity and uses an extrinsic enrichment to model the discontinuity. So, the LME approximation can be decomposed into a standard part and an enriched part:

\[
u^h(x) = \sum_{I \in W} p_I(x)u_I + \sum_{J \in W_b} p_J(x)\chi(\phi_J(x))a_J + \sum_{K \in W_s} p_K(x)\sum_{k=1}^4 B_k(x)b_{kK}
\]

Here the first term is the standard approximation part and the second and the third terms are the enriched parts. \( W \) is the set of nodes in the entire discretization and \( W_b \) and \( W_s \) are the sets of enriched nodes. \( p_I \) are the shape functions and \( \chi \) and \( B_k \) are the enrichment functions. Normally, \( \chi \) is selected as a step or Heaviside function and is used to enrich the nodes where the supports of the LME shape functions are completely cut by crack. \( B_k \) are branch functions and are used to enrich the shape functions whose supports include the crack tip. In this work we use a geometric (fixed area) enrichment, and therefore we obtain optimal convergence rate \( (O(h^2)) \) without a special treatment of the so-called "blending" area around the crack tip. Branch functions are defined as follows (in polar coordinate relative to the crack tip):

\[
\begin{align*}
B_1(r, \theta) &= \sqrt{r} \sin \frac{\theta}{2} \\
B_2(r, \theta) &= \sqrt{r} \cos \frac{\theta}{2} \\
B_3(r, \theta) &= \sqrt{r} \sin \frac{\theta}{2} \cos \theta \\
B_4(r, \theta) &= \sqrt{r} \cos \frac{\theta}{2} \cos \theta
\end{align*}
\]

Where \( r = \|x - x_{tip}\| \).

\( \phi(x) \) is the signed distance from the point \( x \) to the crack segment and \( a_I \) and \( b_{kI} \) are additional degrees of freedom [94]. The signed distance function is defined as:

\[
\phi(x) = \min_{x_T \in \Gamma} \|x - x_T\| \text{sign}(n \cdot (x - x_T))
\]

Here \( \Gamma \) is the curve of discontinuity, \( x_T \) is an arbitrary point on \( \Gamma \) and \( n \) is normal vector to \( \Gamma \) (see Figure 2). If we choose \( \chi \) as a Heaviside function, then
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Figure 3.2: Signed distance function.

\[ H(\phi(x)) = \begin{cases} 
1 & \text{if } \phi(x) > 0 \\
-1 & \text{if } \phi(x) < 0
\end{cases} \quad (3.2) \]

This enrichment function captures the jump across the crack faces.

In order to model any curved crack, the signed distance function can be approximated by the same shape functions as the displacement. Assume \( t \) is a vector tangent to the curved crack, which its direction is to the crack curve. We approximate \( \phi \) by:

\[ \tilde{\phi}(x) = \sum_I p_I(x)\phi_I, \quad x \in \Omega_{\phi} \quad (3.3) \]

Where \( \phi_I \) are the nodal values of \( \phi \), \( p_I \) are the shape functions and \( \Omega_{\phi} \), is the domain of definition for \( \phi \), which is defined by:

\[ \Omega_{\phi} := \{ x | t \cdot \nabla r(x) > 0 \} \quad (3.4) \]

So, the approximated crack position is considered as:

\[ \Gamma := \{ x | \tilde{\phi}(x) = 0, x \in \Omega_{\phi} \} \quad (3.5) \]

In this case, \( \tilde{\phi}(x) \) is not defined beyond the crack tips. So, two possibilities are considered for the angle \( \theta \) of the Branch functions. If \( t \cdot \nabla r \leq 0 \), then the regular polar angle from \(-t\) is computed. If \( t \cdot \nabla r > 0 \), \( \theta \) is considered as [95]:

\[ \theta = \arctan\left( \frac{-\phi}{\sqrt{r^2 - \phi^2}} \right) \quad (3.6) \]
3.3 Numerical Examples

3.3.1 Infinite plate with a horizontal crack

Consider an infinite plate containing a straight crack of length $2a$ under a remote uniform stress field $\sigma$ as shown in Figure 5. The analytical solution near crack tip for stress fields and displacement in terms of local polar coordinates from the crack tip are [32]

$$
\sigma_{xx}(r, \theta) = \frac{K_I}{\sqrt{r}} \cos \frac{\theta}{2} \left( 1 - \sin \frac{\theta}{2} \sin \frac{3\theta}{2} \right)
$$

$$
\sigma_{yy}(r, \theta) = \frac{K_I}{\sqrt{r}} \cos \frac{\theta}{2} \left( 1 + \sin \frac{\theta}{2} \sin \frac{3\theta}{2} \right)
$$

$$
\sigma_{xy}(r, \theta) = \frac{K_I}{\sqrt{r}} \sin \frac{\theta}{2} \cos \frac{\theta}{2} \cos \frac{3\theta}{2}
$$

$$
u_x(r, \theta) = \frac{2(1 + v)}{\sqrt{2\pi}} \frac{K_I}{E} \sqrt{r} \cos \frac{\theta}{2} \left( 2 - 2v - \cos^2 \frac{\theta}{2} \right)
$$

$$
u_y(r, \theta) = \frac{2(1 + v)}{\sqrt{2\pi}} \frac{K_I}{E} \sqrt{r} \sin \frac{\theta}{2} \left( 2 - 2v - \cos^2 \frac{\theta}{2} \right)
$$

where $K_I = \sigma \sqrt{\pi a}$ is the stress intensity factor, $v$ is Poisson’s ratio and $E$ is Young’s modulus. The analytical solution is valid for a region close enough to the crack tip. We consider a square ABCD of length $10\text{ mm} \times 10\text{ mm}$, $a = 100\text{ mm}$, $E = 10^7 \text{ N/mm}^2$, $v = 0.3$, $\sigma = 10^4 \text{ N/mm}^2$ and the modeled crack length is $5\text{ mm}$. In all problems of this chapter, plane strain state is assumed. We use Dirichlet boundary conditions on the bottom, right and top edges and Neumann boundary conditions on the left edge which includes the crack. As we mentioned in Section 2, LME shape functions satisfy a weak Kronecker delta property. This property allows us to impose Dirichlet boundary conditions by computing a node-based interpolant or an $L^2$ projection of the boundary data. The latter can also be used for edges that contain enriched nodes. Numerical integration is performed on a background mesh of rectangular elements and the almost polar integration is used on the elements containing a crack tip. The error in the energy norm is illustrated in Figure 3.4 for different values of $\gamma$ and Figure 3.5 shows the percentage error for stress intensity factor (SIFs). It is obvious from these figures that in this case there is an optimal value for the parameter $\gamma$ of around 1.8 for which accuracy is maximized. For very low values of $\gamma$, convergence is degraded. This is due to numerical integration. With a higher number of Gauss points and
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Figure 3.3: Infinite plate with a center crack under uniform tension and modeled geometry ABCD.

\( \gamma = 0.8 \), the optimal rate of convergence for a plane elasticity problem was recovered in [77]. But in that case, the method is very expensive. The LME results converge to the standard XFEM results as \( \gamma \) increases. As shown in Figure 3.4, the rate of convergence for different values of \( \gamma \), the parameter that controls the support of the shape functions, is about 1. For a fixed number of nodes, when \( \gamma \) decreases the error also decreases. For example, for \( n = 36 \times 36 \) we see from Table 3.1 that the error becomes smaller as \( \gamma \) decreases to 0.8. However, as \( \gamma \) decreases, because the support of the LME shape functions becomes larger, we also need to consider a larger radius of

Table 3.1: Error for energy norm and SIF together with the running time and efficiency ratio (3.8) for a problem discretized with 36 \( \times \) 36 nodes.

<table>
<thead>
<tr>
<th>Method</th>
<th>XFEM</th>
<th>( \gamma = 4.8 )</th>
<th>( \gamma = 3.8 )</th>
<th>( \gamma = 2.8 )</th>
<th>( \gamma = 1.8 )</th>
<th>( \gamma = 0.8 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rad. of Infl.</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>Energy error</td>
<td>0.04611</td>
<td>0.04532</td>
<td>0.04161</td>
<td>0.03160</td>
<td>0.01752</td>
<td>0.00640</td>
</tr>
<tr>
<td>SIF error</td>
<td>0.08822</td>
<td>0.08474</td>
<td>0.07020</td>
<td>0.03979</td>
<td>0.01016</td>
<td>0.00226</td>
</tr>
<tr>
<td>Assembly time</td>
<td>7.0</td>
<td>25.7</td>
<td>26.0</td>
<td>58.0</td>
<td>64.8</td>
<td>226.9</td>
</tr>
<tr>
<td>Solution time</td>
<td>0.4</td>
<td>1.4</td>
<td>1.7</td>
<td>2.9</td>
<td>2.9</td>
<td>7.9</td>
</tr>
<tr>
<td>Post-proc. time</td>
<td>8.0</td>
<td>21.5</td>
<td>20.7</td>
<td>36.7</td>
<td>36.0</td>
<td>103.6</td>
</tr>
<tr>
<td>Total time</td>
<td>15.4</td>
<td>48.5</td>
<td>48.4</td>
<td>97.6</td>
<td>103.7</td>
<td>338.4</td>
</tr>
<tr>
<td>Efficiency (energy)</td>
<td>1.000</td>
<td>0.322</td>
<td>0.352</td>
<td>0.230</td>
<td>0.390</td>
<td>0.327</td>
</tr>
<tr>
<td>Efficiency (SIF)</td>
<td>1.000</td>
<td>0.329</td>
<td>0.399</td>
<td>0.349</td>
<td>1.288</td>
<td>1.770</td>
</tr>
</tbody>
</table>
influence (the distance of the neighbor search between the nodes), which leads to more function evaluations and increases the computational cost. In this study, we found that choosing $\gamma = 1.8$, which corresponds to a radius of influence of 3 nodes, provides a reasonable balance between accuracy and computational cost.

We note from Table 3.1 that LME is significantly slower than XFEM for the same number of nodes, and that the computational cost increases as $\gamma$ decreases due to larger radius of influence. However, especially for $\gamma = 1.8$, the method is much more accurate than XFEM, which makes up for some of the added computational cost. This is particularly true for the computation of the stress intensity factor, where the error is almost 9 times smaller (although the method is 7 times slower). For $\gamma = 0.8$ and $36 \times 36$ nodes the method is even more accurate, but unfortunately as was discussed before, the method becomes prohibitively expensive.

In Table 3.1, we also show the computational efficiency of the method which we define by:

$$
\text{efficiency} = \frac{\% \text{ improvement in accuracy}}{\% \text{ increase in total computational time}}
$$

(3.8)

We note that an efficiency index of 1 indicates the method is as efficient as XFEM, an index greater than 1 indicates the method is more efficient than XFEM, and an index less than 1 indicates the method is less efficient. Because of the additional overhead required (Newton iterations, neighbor node search, less-sparse stiffness matrix), XLME in the current implementation is generally less efficient than XFEM. The ratios showed in Table 3.1 are representative for any number of nodes and for the other model problems considered later in this chapter. In general, the results agree with other findings.
Figure 3.5: Percentage error of stress intensity factor for horizontal crack.

in literature, which show that LME is more efficient than MLS but less efficient than FEM [96].

We compute the stress intensity factors by the interaction integral method, where the domain form of the interaction integral is given by [14]

$$I^{(1,2)} = \int_{A} \left[ \sigma_{ij}^{(1)} \frac{\partial u_{i}^{2}}{\partial x_{1}} - \sigma_{ij}^{(2)} \frac{\partial u_{i}^{1}}{\partial x_{1}} - W^{(1,2)} \delta_{ij} \right] \frac{\partial q}{\partial x_{j}} dA$$

The domain of integration, $A$, is set to be the union of all the elements which have a node within a ball of radius $r_d$ around the crack tip (see Figure 8). Since we use a fixed area enrichment, $r_d$ is also a fixed distance. We found that most accurate results are obtained when $r_d$ is half of the modeled crack length. This results in a superconvergent ($O(h^2)$) rate for $K_I$, as also reported for XFEM in [29] and [97].

Figure 3.6: Elements which have a node within a ball of radius $r_d$ around the crack tip.
The weight function $q$ is taken to have a value of unity for all nodes within the ball $r_{d}$, and zero on the outside of the ball. Hence, the bilinear shape functions are used as the weight functions. $W^{(1,2)}$ is the interaction strain energy density

$$W^{(1,2)} = \sigma^{(1)}_{ij} \epsilon^{(2)}_{ij} = \sigma^{(2)}_{ij} \epsilon^{(1)}_{ij}$$

$\sigma^{(1)}_{ij}$ and $\epsilon^{(1)}_{ij}$ are computed stresses and strains and $\sigma^{(2)}_{ij}$ and $\epsilon^{(2)}_{ij}$ are auxiliary stresses and strains derived by Westergaard and Williams, corresponding to mode 1 and mode 2 as described in [14].

### 3.3.2 Edge crack under shear traction

The second problem investigated in this chapter, is a finite dimensional plate subjected to uniform shear on the top of the plate $\tau = 1.0 \text{ N/mm}^2$ and the bottom is fixed, as shown in the Figure 9. We choose Young’s modulus $E = 3 \times 10^7 \text{ Pa}$ and Poisson’s ratio $\nu = 0.25$.

The stress intensity factors $K_I$ and $K_{II}$, are calculated by the extended LME method and compared to the reference solutions [98]:

$$K_{Iref} = 34.0$$
$$K_{IIref} = 4.55$$

We note that these values were calculated using a boundary collocation method and are given with an accuracy of 3 significant digits. The SIFs $K_I$ and $K_{II}$ calculated by the extended LME method on a fine mesh converge to the following values (accurate to 4 significant digits):

$$K^0_I = 34.04$$
$$K^0_{II} = 4.537$$

We note that there is a very good agreement between the reference solution and our computed solution. To study the convergence of the method we calculated the percentage error between the computed SIFs at various levels of refinement and $K^0_I$ and $K^0_{II}$.

Figures 10 and 11 illustrate the percentage error for $K_I$ and $K_{II}$. As evident from these figures, the smallest error for this problem is obtained by $\gamma = 1.8$ and $\gamma = 2.8$. We note that for these values of $\gamma$ the error becomes less than 0.01%, which is equal to
Figure 3.7: Edge-cracked plate under shear stress.

$K_I^0$ and $K_{II}^0$ up to the given significant digits. For values of $\gamma$ that are lower than 1.8, computing the SIF accurately becomes expensive due to the large support of the shape functions. Therefore, we will not consider the case $\gamma = 0.8$ in the following examples.

### 3.3.3 Slanted crack in an infinite plate

Consider an infinite plate containing an angled crack as shown in Figure 12a. This problem is a mixed mode I-II problem. The analytical near-tip field solution for this
Figure 3.8: Percentage error of $K_I$ for edge-cracked plate under shear stress.

Figure 3.9: Percentage error of $K_{II}$ for edge-cracked plate under shear stress.

The problem in polar coordinates is given in [99]

\[
\begin{align*}
\sigma_{xx}(r, \theta) &= \frac{K_I}{\sqrt{2\pi r}} \cos \frac{\theta}{2} \left( 1 - \sin \frac{\theta}{2} \sin \frac{3\theta}{2} \right) \\
&\quad - \frac{K_{II}}{\sqrt{2\pi r}} \sin \frac{\theta}{2} \left( 2 + \cos \frac{\theta}{2} \cos \frac{3\theta}{2} \right) \\
\sigma_{yy}(r, \theta) &= \frac{K_I}{\sqrt{2\pi r}} \cos \frac{\theta}{2} \left( 1 + \sin \frac{\theta}{2} \sin \frac{3\theta}{2} \right) \\
&\quad + \frac{K_{II}}{\sqrt{2\pi r}} \sin \frac{\theta}{2} \cos \frac{\theta}{2} \cos \frac{3\theta}{2} \\
\sigma_{xy}(r, \theta) &= \frac{K_I}{\sqrt{2\pi r}} \sin \frac{\theta}{2} \cos \frac{\theta}{2} \cos \frac{3\theta}{2} \\
&\quad + \frac{K_{II}}{\sqrt{2\pi r}} \cos \frac{\theta}{2} \left( 1 - \sin \frac{\theta}{2} \sin \frac{3\theta}{2} \right)
\end{align*}
\]
Extended Local Maximum entropy method

\[ u_x(r, \theta) = \frac{K_I}{2\mu} \sqrt{\frac{r}{2\pi}} \cos \frac{\theta}{2} \left( \kappa - 1 + 2 \sin^2 \frac{\theta}{2} \right) \]
\[ + \frac{K_{II}}{2\mu} \sqrt{\frac{r}{2\pi}} \sin \frac{\theta}{2} \left( \kappa + 1 + 2 \cos^2 \frac{\theta}{2} \right) \]
\[ u_y(r, \theta) = \frac{K_I}{2\mu} \sqrt{\frac{r}{2\pi}} \sin \frac{\theta}{2} \left( \kappa + 1 - 2 \cos^2 \frac{\theta}{2} \right) \]
\[ - \frac{K_{II}}{2\mu} \sqrt{\frac{r}{2\pi}} \cos \frac{\theta}{2} \left( \kappa - 1 - 2 \sin^2 \frac{\theta}{2} \right) \]

Here \( \mu \) is the shear modulus, \( \kappa = 3 - 4\nu \) for plane strain. The angle \( \theta \) and the distance \( r \) from the crack tip are indicated in Figure 12b. We redefine the \( x \)-coordinate axis to coincide with the crack orientation [100], see Figure 12b. The applied stress is decomposed into normal and shear components. The stress normal to the crack, \( \sigma_{yy} \), produces pure mode I loading, while \( \sigma_{xy} \) applies mode II loading to the crack. The stress intensity factors for the plate, can be computed by the relationship between \( \sigma_{yy} \) and \( \sigma_{xy} \) relative to \( \sigma \) and \( \alpha \) through Mohr’s circle [101]

\[ K_I = \sigma_{yy} \sqrt{\pi a} = \sigma \cos^2 \alpha \sqrt{\pi a} \]
\[ K_{II} = \sigma_{xy} \sqrt{\pi a} = \sigma \sin \alpha \cos \alpha \sqrt{\pi a} \]
3.3 Numerical Examples

Table 3.2: Error and the average running time when the number of nodes is $36 \times 36$, the number of Gauss points is 16, $\alpha = 15^\circ, 30^\circ$ and radius of influence is 2 for $\gamma = 4.8$ and $\gamma = 3.8$, 3 for $\gamma = 2.8$ and $\gamma = 1.8$.

<table>
<thead>
<tr>
<th>$\gamma$</th>
<th>Relative error of $K_I$, $\alpha = 15^\circ$</th>
<th>Relative error of $K_{II}$, $\alpha = 15^\circ$</th>
<th>Relative error of $K_I$, $\alpha = 30^\circ$</th>
<th>Relative error of $K_{II}$, $\alpha = 30^\circ$</th>
<th>Average total running time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>XFEM</td>
<td>0.088212</td>
<td>0.014660</td>
<td>0.088209</td>
<td>0.014663</td>
<td>15.7</td>
</tr>
<tr>
<td>4.8</td>
<td>0.084748</td>
<td>0.013936</td>
<td>0.084753</td>
<td>0.013924</td>
<td>49.0</td>
</tr>
<tr>
<td>3.8</td>
<td>0.070224</td>
<td>0.011169</td>
<td>0.070251</td>
<td>0.011112</td>
<td>46.7</td>
</tr>
<tr>
<td>2.8</td>
<td>0.039802</td>
<td>0.005500</td>
<td>0.039819</td>
<td>0.005465</td>
<td>101.4</td>
</tr>
<tr>
<td>1.8</td>
<td>0.010153</td>
<td>0.002018</td>
<td>0.010146</td>
<td>0.002010</td>
<td>99.9</td>
</tr>
</tbody>
</table>

In this problem, we again modeled a square region around the crack tip, the gray square in Figure 12b, and chose different values for crack’s angle. The same tendency as for the 1st example is observed for this mixed mode problem. Again, $\gamma = 1.8$ gives the most accurate results and this method has a convergence rate of approximately 2.

As shown in Table 3.2 when $\gamma$ decreases to the optimal value, in this case $\gamma = 1.8$, the error decreases, however the computational cost increases due to a larger radius of influence of the shape functions. Nevertheless, we note that the error is much smaller (almost an order of magnitude) between $\gamma = 4.8$, which is virtually the same as standard XFEM, and $\gamma = 1.8$. We note that there is only a very small difference between the $\alpha = 15^\circ$ and $\alpha = 30^\circ$. This can be explained by the fact that the discretization is identical, the only difference being the size of the forces applied to the boundaries, as can been seen from Figure 12. The log-log plots indicating the convergence rates of $K_I$ and $K_{II}$ with $\alpha = 30^\circ$ are shown in Figures 13 and 14. We also computed the errors for $K_I$ and $K_{II}$ for angles $\alpha = 45^\circ, 60^\circ, 75^\circ$ with similar results.
Figure 3.11: Percentage error of $K_I$ for slanted crack in an infinite plate with $\alpha = 30^\circ$.

Figure 3.12: Percentage error of $K_{II}$ for slanted crack in an infinite plate with $\alpha = 30^\circ$.

We conclude that the locality of the LME basis functions and their smoothness depends on a nondimensional parameter $\gamma$. The large values of $\gamma$ leads to shape functions with steeper derivatives, while the small value results in smoother bubble-shaped basis functions with larger supports. We have incorporated the discontinuities and crack-tip singularity in the approximation space through XFEM-like enrichments, and we have tested the efficiency of the method through some 2D examples to determine suitable values $\gamma$. 
Chapter 4

Phase-field model for Local Maximum entropy approximants

One of the most important questions in fracture mechanics is, “in what directions will a crack grow in structure?”. The XLME method and generally all the discrete methods to model crack, require cumbersome computation to get the direction of crack propagation, such as computing stress intensity factor for each elements.

In recent years, much attention has been devoted to variational problems involving both bulk and surface energies. Such problems are usually of the form

\[
\min \{ E_v(u, K) + E_s(u, K) + \text{"Lower order terms"} \},
\]

(4.1)

where \( E_v \) and \( E_s \) denote the volume and surface energies, and \((u, K)\) are unknowns with \( K \) varying in a class of surfaces contained in a fixed open set \( \Omega \subset \mathbb{R}^n \) and \( u : \Omega \setminus K \to \mathbb{R}^m \) belonging to a class of sufficiently smooth functions. These kind of problems called free discontinuity problems (as opposed to free boundary problems). The free discontinuity problems have widely applications to the study of multi-phase systems, fracture mechanics, computer science, etc. In the case of fracture mechanics, \( \Omega \subset \mathbb{R}^3 \) is the reference configuration of an elastic body, \( K \) is the crack surface and \( u \) represents the elastic deformation in the unfractured part of the body.

The extension of this method for fracture in solids was introduced in [48, 49], where the brittle crack propagation problem was regularized and recast as a minimization problem. In this model the proposed energy functional is similar to the potential functional presented by Mumford and Shah [50], which is used in image segmentation. The existence of solutions of the Mumford-Shah image segmentation functional was proven by Ambrosio in [51]. In [52], Ambrosio et al. approximated the Mumford and
Shah image segmentation functional by an elliptic functional defined on Sobolev space, based on the theory of $\Gamma$-convergence. Later on, Bourdin introduced image segmentation with a finite element method in [53]. We refer to Ambrosio and Tortorelli [52] and the reviews of Dal Maso [102] and Braides [103, 104] for details on $\Gamma$-convergent approximations of free discontinuity problems. Here we focus on energy base analysis of fracture. We study phase field model, which is based on global energy balance.

4.1 Governing Equations and Weak Form

4.1.1 Second and fourth-order phase field model

Consider a bar of length $2L$ placed in the domain $\Omega = \Gamma \times L$, where $\Gamma$ is a cross-section and $L = [-\infty, \infty]$. According to Fig. 4.1(a), a crack is placed at $x = 0$. The phase field variable $v(x) \in [0, 1]$ with

\begin{align*}
v(x) = \begin{cases} 
0 & x = 0, \\
1 & \text{otherwise}, 
\end{cases}
\end{align*}

is introduced to describe the crack topology. $v = 0$ indicates the crack (total damage) while $v = 1$ refers to intact state. This phase field is discontinuous at $x = 0$ and satisfies the following conditions

\begin{align*}
v(0) &= 0, \\
v(\pm \infty) &= 1.
\end{align*}

A function that fulfills the criterion (4.2) and (4.3) is

\begin{align*}
v(x) = 1 - e^{-\frac{|x|}{2l_0}},
\end{align*}

when the diffusivity $l_0 \to 0$. Furthermore, as it was shown in [105], this function is the solution of a homogeneous second order differential equation

\begin{align*}
v(x) - 4l_0^2 v'' - 1 = 0 \quad \text{in} \ \Omega,
\end{align*}

subject to the essential boundary conditions given in Eq. (4.3). This second order differential equation leads to a second order phase field approximation method, which
4.1 Governing Equations and Weak Form

Figure 4.1: (a) Sharp crack at $x = 0$, (b) Exponential solution of the second order phase field model and (c) Exponential solution of the fourth order phase field model with the length scale parameter $l = 2l_0$.

computes the length of the crack by

$$\Gamma_0 = \frac{1}{4l_0} \int_\Omega (1 - v)^2 + 4l_0^2(v')^2 dV.$$

(4.6)

With $dV = \Gamma dx$. In order to approximate this function, a $C^0$ basis such as the one provided by the standard finite element method (FEM) is needed. In meshfree methods such as LME approximants [77], the basis functions are smooth. Hence, the kink (at $x = 0$) in the phase field might not be captured sufficiently with these methods. Let us assume another function [106]

$$v(x) = 1 - e^{-\frac{|x|}{l_0}} \left(1 + \frac{|x|}{l_0}\right).$$

(4.7)

This function satisfies the conditions (4.3) and introduces smoother approximation as is demonstrated in Fig. 4.1(c). We find that Eq. (4.7) is the solution of the homogeneous
fourth order differential equation

\[ v - 1 - 2l_0^2 v'' + l_0^4 v^{(4)} = 0 \quad \text{in} \; \Omega, \]  

under the assumption that \( v(0) = 0, v'(0) = 0 \) and \( v^{(\alpha)}(x) \to 0 \) as \( x \to \pm \infty \) for all \( \alpha \geq 0 \) [106]. The weak form functional of this ordinary differential equations (ODE) is

\[ I(v) = \frac{1}{2} \int_{\Omega} (1 - v)^2 + 2l_0^2 (v')^2 + l_0^4 (v'')^2 dV. \]  

(4.9)

The value of this functional for Eq. (4.7) is \( 2l_0 \Gamma \), which gives

\[ \Gamma_l = \frac{1}{4l_0} \int_{\Omega} (1 - v)^2 + 2l_0^2 (v')^2 + l_0^4 (v'')^2 dV. \]  

(4.10)

As was expressed by Miehe and coworkers in [105], the functional \( \Gamma_l \) can be considered as the crack surface itself. Eq. (4.10) is the fourth order phase field model in 1D.

Finite elements based on Lagrange polynomials are not well suited for the fourth-order phase-field model which requires \( C^1 \) continuity in the phase field. A common approach is to split the fourth-order differential equation into 2 second-order differential equations as proposed e.g. in [107]. Due to the higher order continuity of the LME approximations, they are ideally suited to directly solve the fourth-order phase field equations. Such an approach has been proven to be successful in IGA [107]. However, in contrast to IGA which requires a quadratic basis, the LME approximation uses only a linear basis.

The extension of the phase field model to higher dimensional problems is straightforward. Assume \( \Omega \subseteq \mathbb{R}^d \), be a domain with \( d \in [1, 2, 3] \) and \( \partial \Omega \subseteq \mathbb{R}^{d-1} \) is the boundary of this domain. The crack length can be computed by

\[ \Gamma_l(v) = \int_{\Omega} \gamma(v, \nabla v, \Delta v) dV, \]  

(4.11)

with

\[ \gamma(v, \nabla v) = \frac{1}{4l_0} \left[ (1 - v)^2 + l_0^2 |\nabla v|^2 \right], \]  

(4.12)

for the second order model and

\[ \gamma(v, \nabla v, \Delta v) = \frac{1}{4l_0} \left[ (1 - v)^2 + 2l_0^2 |\nabla v|^2 + l_0^4 |\Delta v|^2 \right], \]  

(4.13)

for the fourth order model.
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4.1.2 Phase field model for an elastic body

In [5], Griffith demonstrated that crack propagation for elastic solids, is caused by the transfer of energy from the external work to surface energy. He applied the first law of thermodynamics to formulate cracks in elastic solid bodies. The first law of thermodynamics states the change of total energy is equal to the sum of the change of work done by the external forces and the change of heat content per unit time. Since, the loads are applied in a quasi static behavior in this work, the change of heat and the kinetic energy are zero. The change of the total energy for this case, can be written as

$$\frac{\partial}{\partial a} (E + \Gamma) = \frac{\partial P}{\partial a}$$

Here $E$ is the total internal strain energy, $\Gamma$ the surface energy, $a$ indicates the crack length and $P$ the external work. Therefore, following Griffith model for brittle material we define

$$G = \frac{\partial \Gamma}{\partial a} = \frac{\partial P}{\partial a} - \frac{\partial E}{\partial a},$$

where $G$ is the energy release rate or the crack driving force. The material parameter $G_c$ is the critical energy release rate or the surface energy density. The crack propagates when $G$ gets $G_c$, where the crack surface is approximated by

$$\Gamma \approx G_c \Gamma_{l_0},$$

$\Gamma_{l_0}$ is crack surface functional defined in Eq.4.11.

For a linear elastic isotropic solid, the strain energy is expressed as

$$E = \int_\Omega F(\varepsilon(u), v) dV,$$

We assume traction free conditions on the crack faces. In order to satisfy this condition, the elastic energy density of an undamaged solid, $F_0$, is multiplied by the jump set function $g(v)$ yielding

$$F(\varepsilon(u), v) = g(v) F_0(\varepsilon(u)),$$

where $F_0(\varepsilon(u)) = \frac{1}{2} \varepsilon(u) : C : \varepsilon(u)$. Here $C$ is the elasticity tensor and $\varepsilon(u) = Du$. With
\[ D = \begin{pmatrix} \frac{\partial}{\partial x_1} & 0 & 0 \\ 0 & \frac{\partial}{\partial x_2} & 0 \\ 0 & 0 & \frac{\partial}{\partial x_3} \\ \frac{\partial}{\partial x_2} & \frac{\partial}{\partial x_1} & 0 \\ 0 & \frac{\partial}{\partial x_3} & \frac{\partial}{\partial x_2} \\ \frac{\partial}{\partial x_3} & 0 & \frac{\partial}{\partial x_1} \end{pmatrix} \]

The function \( g(v) \) is assumed to satisfy the following conditions,

\[ g(0) = 0, \quad g(1) = 1, \quad g'(0) = 0, \quad (4.18) \]

\[ \forall v_1, v_2 \in [0,1], \; \text{if} \; v_1 \leq v_2 \Rightarrow g(v_1) \leq g(v_2). \quad (4.19) \]

The first and second condition in Eq. (4.18), are the limits for the fully damage and undamaged case. The third condition states that when \( v \to 0 \), the energy converges to a finite value. A simple function that meets these requirements, is

\[ g(v) = v^2 + k \quad (4.20) \]

The parameter \( k \ll 1 \) is introduced to avoid the singularity of disappearing internal energy density when the phase-field parameter is zero. Consider the external potential energy functional

\[ P(u) = \int_{\Omega} b(x) \cdot udV + \int_{\Gamma_t} t_N(x) \cdot ud\Gamma_t, \quad (4.21) \]

where \( b(x) \) is body force and \( t_N(x) \) are the tractions. The total potential energy functional is introduced as

\[ \Pi(u, v) = E(u, v) + G_c \Gamma_0 - P(u). \quad (4.22) \]

Since the variations \( \delta u \) and \( \delta v \) are independent, the first variation of the functional, \( \Pi(u, v) \), leads to two decoupled equations

\[ \Pi[u, v, \delta u] = \delta u E(u, v) - \delta u P(u) = 0, \quad (4.23) \]

\[ \Pi[u, v, \delta u] = \int_{\Omega} [v^2 + k] \delta u F_0(\varepsilon(u))dV - \left[ \int_{\Omega} b(x) \cdot \delta udV + \int_{\Gamma_t} t_N(x) \cdot \delta ud\Gamma_t \right] = 0. \quad (4.24) \]
4.2 Discretization with LME approximates

\[ \Pi[u, v, \delta v] = \delta v E(u, v) + G_c \delta v \Gamma_0 = 0 \quad (4.25) \]

For the second order phase field model, we obtain

\[ \Pi_{2nd}[u, v, \delta v] = \int_{\Omega} \left\{ 2v \delta v F_0(\varepsilon(u)) + \frac{G_c}{2l_0}[-\delta v + v \delta v + 4l_0^2 \nabla v \cdot \nabla(\delta v)] \right\} dV, \quad (4.26) \]

and for the fourth order phase field model

\[ \Pi_{4th}[u, v, \delta v] = \int_{\Omega} \left\{ 2v \delta v F_0(\varepsilon(u)) - \frac{G_c}{2l_0} \delta v + \frac{G_c}{2l_0^2} \delta v + 2l_0^2 \nabla v \cdot \nabla(\delta v) + l_0^4 \Delta v \cdot \Delta(\delta v) \right\} dV. \quad (4.27) \]

The decoupled equations can be solved by a staggered scheme which is more robust which has been demonstrated e.g. by [108].

### 4.2 Discretization with LME approximates

We consider now the discrete equilibrium equations of (4.23) and (4.25), and approximate \( u \) and \( v \) as follow

\[ u = \sum_a p_a u_a, \quad (4.28) \]

\[ v = \sum_a p_a v_a, \quad (4.29) \]

where \( p_a \) are LME shape functions and \( u_a \) and \( v_a \) are nodal displacement and phase field parameter. Virtual displacements and virtual phase-field parameters are represented likewise. Replacing the variation of the strain energy density into the Eq. (4.24), we obtain

\[ \Pi[u, v, \delta u] = \int_{\Omega} \left[ v^2 + k \{ D(\delta u) : C \cdot Du \} \right] dV - \int_{\Gamma} b(x) \cdot \delta u dV + \int_{\Gamma} t_N(x) \cdot \delta u d\Gamma = 0. \quad (4.30) \]

Approximating \( u \) and \( \delta u \) with (4.28) and a simple calculation yields the Galerkin stiffness matrix. The interaction between nodes \( a \) and \( b \) for displacement field is given by

\[ K^a_{ub} = \int_{\Omega} [v^2 + k] B^a C B^{bT} dV, \quad (4.31) \]

where

\[ B^a = B p_a. \]
The force contribution of the $a$-th node is

$$f_a^i = \int_{\Omega} b p_a dV + \int_{\Gamma_i} t_N p_a d\Gamma_t.$$  \hfill (4.32)

Finally, the phase-field stiffness matrix for the second and fourth order are

$$K_{ab}^v = \int_{\Omega} \left\{ [2F_0(\varepsilon(u)) + \frac{G_c}{2l_0}] p_a p_b + 2G_c l_0 \nabla p_a \nabla p_b \right\} dV$$  \hfill (4.33)

$$K_{ab}^v = \int_{\Omega} \left\{ [2F_0(\varepsilon(u)) + \frac{G_c}{l_0}] p_a p_b + \frac{G_c}{l_0} [l_0^2 \nabla p_a \nabla p_b + \frac{l_0^4}{2} \Delta p_a \Delta p_b] \right\} dV$$  \hfill (4.34)

and the right hand side for phase-field is

$$f_a^v = \int_{\Omega} \frac{G_c}{2l_0} p_a dV.$$  \hfill (4.35)

In this model, cracks can propagate, branch and merge but can not reverse, whereas this feature is reached by imposing $v^i \leq v^{i-1}$, such that $v^{i-1}$ and $v^i$ are the phase-field parameters at step $i - 1$ and $i$ [109].

### 4.3 Numerical Examples

#### 4.3.1 Phase Field Problems

**One-dimensional problem**

First, we determine how well the proposed second and fourth order models approximate the “crack topology”. For simplicity, we start with the 1D model explained in section 4.1. We compute the error in the $L^2$ norm and $H^1$ semi-norm for the second order model by considering Eq. (4.4) as exact solutions and $L = 1$. As it is obvious from Fig. 4.2, the best results are obtained for $\gamma = 5.8$. The rate of convergence in the $L^2$ norm in this case is about 1.7, while the rate of convergence for $\gamma < 2.8$ is about 1.0. The convergence rate in the $H^1$ semi-norm is optimal, i.e. equal 1, with $\gamma = 5.8$ but sub-optimal (order 0.4) for $\gamma \leq 2.8$. This is due to the smooth shape functions to approximate non-smooth function. For $\gamma = 5.8$, the LME shape functions are much sharper.
Figure 4.2: The error in the $L^2$ norm and Semi-norm $H^1$ of the solution of the second order ODE as a function of nodal spacing, $h$, with $l_0 = 0.025$ and different values of $\gamma$.

For the fourth order phase field model, we compute the error in the $L^2$ norm, $H^1$ semi-norm and $H^2$ semi-norm. For the LME shape functions, the best results are obtained for $\gamma = 0.6$. As can be seen from Fig. 4.3a, for values of $\gamma \geq 1.0$ no convergence in the $L^2$ norm is obtained. Note that, in contrast to the at least quadratic NURBS–formulation [110], we employ only linear basis. In FEM, Hughes [111] have shown for the fourth order PDEs, at least a quadratic basis is required. However, as shown in our previous work [112], a linear LME basis was sufficient to obtain excellent results for Kirchhoff–Love thin shells (also fourth order PDE).

Figure 4.3: The error in the $L^2$ norm and Semi-norm $H^1$ of the solution of the fourth order ODE as a function of nodal spacing, with $l_0 = 0.025$ and different values of $\gamma$. 
Figure 4.4: The error in semi-norm $H^2$ of the solution of the fourth order ODE as a function of nodal spacing, with $l_0 = 0.025$ and different values of $\gamma$.

Two dimensional domain

Subsequently, we will study the accuracy of the second and fourth order phase field model to approximate the crack length according to Fig. 4.5. There are two sources of errors in the phase field model:

1. Error of the approximation of the crack geometry, which is related to length scale parameter.

2. Model error which is related to the phase field model.

We first focus on the first error. The length scale parameter $l_0$ is considered as a positive parameter to regulate the size of the fracture zone. When $l_0$ goes to zero, $\Gamma_{l_0}$ converges to the discrete fracture surface. A certain minimum mesh size is needed to find the “appropriate” length scale. Here we consider a two dimensional domain $\Omega$ with a sharp crack surface $\Gamma = 0.5$ as is shown in the Fig. 4.5.
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We approximate the crack surface of Fig. 4.5 by the second and fourth order model for different length scales and different values of $\gamma$ with constant nodal spacing size $h = 0.0013$. As it is obvious from Fig. 4.6, more accurate results are obtained with smaller length scale parameter for the fourth order approximation. For the second order phase field model, higher values of $\gamma$ give better results. For instance, $\gamma = 4.8$ and $2h \leq l_0$ resolves the regularized crack surface such that $\Gamma_{l_0} \approx \Gamma$, while for $\gamma = 1.8$, $4h \leq l_0$ is needed. Hence, in the second order model, as $\gamma$ increases the results get better and a finer length scale parameter is needed. In the fourth order phase field approximation model, as $\gamma$ decreases the results get better. In this case, for all values of $\gamma$, choosing $h \leq l_0$ gives reasonable results. Fig. 4.8 indicates the error in the $L^2$ norm of the fourth and second order phase field models for best values of $\gamma$. The fourth order model represents the crack geometry more accurately.

Figure 4.5: Two dimensional $1 \times 1$ square, with a sharp crack surface $\Gamma = 0.5$. 
Figure 4.6: Exact crack length over approximated crack length versus length scale parameter over nodal spacing, by (a) the second order phase field model with $\gamma = 0.8, 1.8, 4.8$, and (b) the fourth order phase field model with $\gamma = 0.6, 0.8, 1.0$, for $h = 0.0013$.

Figure 4.7: Exact crack length over approximated crack length versus length scale parameter over nodal spacing the fourth order phase field model with $\gamma = 0.6, 1.8$, for $h = 0.0013$. 
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Figure 4.8: $L^2$ norm error versus length scale parameter over nodal spacing, by (a) the second order phase field model with $\gamma = 4.8$, and (b) the fourth order phase field model with $\gamma = 0.8$.

Next, we study the model error. The rate of convergence of these two models are compared for the same length scale parameter $l_0$. The best rate of convergence is obtained for the fourth order model with lower $\gamma$ and lower $l_0$. Fig. 4.9 shows the rate of convergence of these two models with $l_0 = 2h$. The second order model with $\gamma = 0.8$ converges much slower than the fourth order model. This is due to the large radius of influence and smoothness of the LME shape functions. Fig. 4.9 also shows the rate of convergence for the second order model with $\gamma = 4.8$ and $l_0 = 2h$. In this case, the rate of convergence of the second order model is still much lower than the fourth order model with $\gamma = 0.8$ and $l_0 = 2h$.

Figure 4.9: Absolute error of the crack length for the second and fourth order models.
4.3.2 Mechanical Problems

Infinite plate with a horizontal crack

In order to study the accuracy of the phase field model, we discuss a benchmark problem that has an exact solution. Consider an infinite plate with a horizontal crack of length $2a$ under a remote uniform stress field $\sigma$ as shown in Fig. 3.3. The analytical solution near crack tip for stress fields and displacement in terms of local polar coordinates from the crack tip are as given in (3.7). The analytical solution is valid for region close enough to the crack tip. So, we consider a square ABCD of length $1mm \times 1mm$, $a = 100mm$, $E = 10^7 N/mm^2$, $\nu = 0.3$, $\sigma = 10^4 N/mm^2$ and the modeled crack length is $0.5mm$. Plane strain state is assumed. Dirichlet boundary conditions are imposed on the edges and the crack does not propagate. As we mentioned, LME shape functions satisfy a weak Kronecker delta property. This property allows us to impose Dirichlet boundary conditions by computing a node-based interpolant or an $L^2$ projection of the boundary data. We first solve a liner system for the $v$-field, subsequently we solve the elastic linear system for $u$. For stationary cracks, the phase field value is not updated. Fig. 4.10a indicates the error in the $L^2$ displacement norm for different length scale parameter for the finite element method, the second and fourth order methods with $\gamma = 4.8$ and $\gamma = 1.0$, respectively. Choosing $2h \leq l_0 < 4h$ and $l_0 \geq 8h$ for the fourth and second order model, respectively, gives the best approximation of the solution (for $h = 0.005$). As mentioned before, this figure also illustrates almost the same results for FEM and the second order method with $\gamma = 4.8$. In this case, the value of the length scale parameter, for the second order model and FEM, is large. In other words, a fine discretization is needed to resolve the crack, if small length scale parameter is required. Fig. 4.10b shows the $L^2$ norm error versus $h$ for different discretization. The best rate of convergence, is obtained for the fourth order phase field model with $\gamma = 1.0$ and $l_0 \geq 2h$. The convergence rate of 0.63 is poor. However, the phase field model cannot capture the jump in the displacement field and the analytic crack opening as discrete crack approaches such as XFEM. In this view, the convergence rate of the fourth order model is surprisingly good.
Cantilever beam

Consider the two-dimensional cantilever beam problem under plane strain condition [105, 106]. The geometric setup is indicated in Fig. 4.11. In order to avoid rigid body motion, we fix the point $x = 1, y = 0.5$ and the left ends are displaced as shown in Fig. 4.11. The material properties used for the analysis are $E = 10^9 \text{N/mm}^2$, Poisson’s ratio $\nu = 0.3$, critical energy release rate $G_c = 1000 \text{N/mm}$ and $k = 10^{-6}$. Constant displacement increments $\Delta u = 0.6 \times 10^{-6} \text{mm}$, are used for each step of computation. For computational efficiency, the discretization is refined only in the area where the crack is expected to propagate. We also study the effects of the length scale parameter. Fig. 4.12 shows that mesh-independent results are achieved when refining the discretization. For $h = 0.0015$, the influence of the length scale parameter on the global response of these two models, is analyzed in Fig. 4.13. For the fourth order model, $l_0 \geq 4h$, is needed in order to obtain a nearly identical peak load and post-peak curve. While for the second order model $l_0 \geq 12h$ is needed. In other words, the second order model is more sensitive with respect to the length scale. The crack path at different stages is illustrated in Fig. 4.14. As it was expected, the crack propagates straight [105].

Figure 4.10: (a) $L^2$ norm Error for $h = 0.005$, and different values of $l_0$, (b) $L^2$ norm Error versus different discretization.
Phase-field model for Local Maximum entropy approximants

Figure 4.11: The geometry and boundary conditions of a square beam of side length $L = 1$ mm.

Figure 4.12: Load-deflection curves of (a) the second order model with $\gamma = 4.8$, (b) the fourth order model with $\gamma = 1.0$, $l_0 = 2h$, $h = 0.0015, 0.0008$ and 15274, 60931 nodes respectively.
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Figure 4.13: (a) Load-deflection curves of the second order method for different values of $l_0$, fixed value $h = 0.0015$ and $\gamma = 4.8$. (b) Load-deflection curves of the fourth order model for different values of $l_0$, fixed value $h = 0.0015$ and $\gamma = 1.0$.

Figure 4.14: Close up around the crack path at the three stages of evolution.
Three-dimensional tension test

A similar problem is now solved in three dimensions as is illustrated in Fig. 4.15. The geometry and the boundary conditions are given in Fig. 4.15 as well. In order to avoid rigid body motion, the line \( x = 0, y = 2.5 \) and the point \( x = 0, y = 2.5, z = 0.5 \) are fixed. Numerical integration is applied on an unstructured background mesh of linear tetrahedral elements. The results are depicted in Fig. 4.16 for an effective nodal spacing \( h = 0.06 \text{mm} \). The discretization is refined in an area where the crack is expected to propagate in order to approximate the sharp limit case \( l_0 \to 0 \). Material parameters have been selected as \( E = 10^9 \) and \( \nu = 0.3, G_c = 100 \). The constant displacement increments \( \Delta u = 1.5 \times 10^{-5} \text{mm} \), are applied for each step of computation. The crack propagation path is illustrated in Figs. 4.16 and 4.17. As it was expected, the crack propagates in the symmetry path \([105]\). Figs. 4.18 and 4.19 show the load-deflection curves for different discretization. Fig. 4.20 illustrate the load-deflection curves for different values of \( G_c \).

Figure 4.15: Geometry, loading and boundary condition for the three-dimensional mode-I tension test.
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Figure 4.16: The crack path at the four stages of evolution.

Figure 4.17: Phase filed results on the cross section plane $y = 2.5$ to indicate crack path inside the body.
Figure 4.18: Load-deflection curves of the second order method with $\gamma = 4.8$, $l_0 = 0.414$ and different refinement with 1661, 14453, 28177 number of nodes respectively.

Figure 4.19: Load-deflection curves of the fourth order method with $\gamma = 1.8$, $l_0 = 0.414$ and different refinement with 14453, 28177 number of nodes respectively.
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Figure 4.20: Reaction force-displacement curves for the fourth order model with $h = 0.1$, $l_0 = 0.414$, $\gamma = 1.8$ and different values of $G_c$.

**Single edge notched beam with initial crack**

In this example we study a slanted crack propagation problem. The initial crack, all relevant mechanical properties, boundary conditions and the dimensions are shown in Fig. 4.21. We consider the regularization parameter, approximatively two times the effective nodal spacing. The results are shown in Figs. 4.22, 4.23 and 4.24, for 148790 number of nodes and an effective nodal spacing $h = 1$mm. The discretization is refined around the expected crack path. The constant displacement increments $\Delta u = 10^{-3}$mm, are applied for each step of computation. The crack propagation path is illustrated in Figs. 4.22, 4.23. In Fig. 4.23, the crack path for the second and fourth order model is compared with the experimental result in [1]. The load displacement curves are shown in Fig. 4.24 for both phase field models, XFEM [2] containing 46380 elements and experimental results in [1].
Figure 4.21: Geometry, loading and boundary condition for the three-dimensional Single edge notched beam.

Figure 4.22: The crack path at two different views.
Figure 4.23: Crack path for the fourth and the second order phase field methods with $\gamma = 1.8$ and $\gamma = 4.8$ respectively, compared with the experiments in [1].

Figure 4.24: Reaction force displacement curve for point A, compared with [1, 2].

**Non-planar crack growth**

In this example, we consider a beam under bending which involves non-planar crack growth. The beam dimensions and the boundary condition are shown in Fig. 4.25. The
beam is notched at an angle $\alpha = 45^\circ$ versus the $x$-axis, see Fig. 4.25. This example was also studied with the extended finite element method in [113] and meshfree method in [71]. They show that the crack surface, while propagating downwards, becomes finally orthogonal to the $xz$-plane.

We study the phase field method with numerical integration of an unstructured background mesh of 65456 tetrahedrons with the effective nodal spacing $h = 0.0018\text{mm}$ and $l_0 = 4h$. Here also discretization is refined in an area where the crack is expected to propagate. Fig. 4.26 illustrates the evolution of the crack front from a top view for the fourth order phase field method with $\gamma = 1.8$. The crack grows downwards and becomes orthogonal to the $xz$-plane. Fig. 4.27 shows the evolution of the crack front from a side view. The results are in good agreement with the results obtained in [71, 113]. The acceptable results have been obtained in [71], for 570000 and 4400000 particles (540000 and 4300000 stress points, respectively) and 65000 and 210000 particles for adaptive scheme. Similar results are obtained for the second order phase field model with $\gamma = 4.8$. 

Figure 4.25: Side and top views of the beam with an initial crack for the non-planar crack growth.
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Figure 4.26: Evolution of the crack front in the beam seen from the top, the maximum and the minimum of phase field, i.e. $v = 1$ and $v = 0$ are shown.

Figure 4.27: The crack path at the different stages of evolution from a side view, the maximum and the minimum of phase field, i.e. $v = 1$ and $v = 0$ are shown.
Chapter 5

Phase-field modeling of fracture mechanics in thin shells

Generally, a shell body is a three dimensional structure which is thinner in one direction compared to the other two directions. Shell structures are commonly found in nature, see Fig. 5.1 for some examples. Although thin and light, they span over large areas, and hold applied loads very effectively. With shell structures, nature has maximized the ability to cover over large areas with a minimum amount of material. Man-made structures inspired by nature, used this property to design thin structures which cover a wide area and hold large externally applied loads. For example, in civil engineering, thin shell structures are used for large roofs or elegant bridges and for the bodies of cars. In aeronautical engineering, airplane bodies and ship hulls are also shell structures. The thickness, curvature and of course the applied loads on shell structures play crucial roles in their behavior.

The fundamental shell theories have been studied in several contexts, such as [114, 115]. However, as we mentioned in the introduction section, in most cases obtaining a meaningful result from the analytical studies is impossible. During the last decades, numerical methods such as finite element methods, were developed for the analysis the mathematics model of shell. There are many challenges in the analysis of shell structures, due to the variety of behaviors and the difficulties of having to consider complex shells of arbitrary curvatures, material conditions, boundary supports, loading, and in particular of small thickness. Various shell finite element methods have been proposed by simply superimposing plate bending and plane stress membrane behaviors, but they have a limited level of accuracy. Later on, meshfree methods have been introduced to numerically model the shell structures. The smoothness of the shape
functions in meshfree method helped overcome the \( C^0 \) property of the finite element method.

Dealing computationally with the Kirchhoff-Love theory is challenging because second derivatives of the displacement field appear in the weak form, and therefore a Galerkin method requires \( C^1 \)–continuous basis functions. This can be overcome by discretizing the director field or introducing rotational degrees of freedom \([116–118]\), or by considering more elaborate variational formulations such as in discontinuous Galerkin methods \([119, 120]\). Instead, here we focus on methods relying on smooth basis functions. Finite element methods with high order continuity have been proposed, either based on subdivision surfaces \([70, 121]\) or on isogeometric analysis \([122–124]\). The higher order continuity of the meshfree basis functions has also been exploited for this purpose \([61, 62]\), but since meshfree basis functions are defined in physical space, these methods were applied to simple geometries with a single parametric patch. Recently, nonlinear manifold learning techniques have been exploited to parametrize 2D sub-domains of a point-set surface, which are then used as parametric patches and glued together with a partition of unity \([3, 79]\). Here, we combine this methodology with local maximum-entropy (LME) meshfree approximants \([77, 125, 126]\) because of their smoothness, robustness, and relative ease of quadrature compared with other meshfree approximants. In this dissertation, we study a method introduced by Millan and Arroyo to represent complex shell structures from a set of scattered points. Then, we combine this methodology with phase field method in order to model realistic crack in thin shell structures with complex geometry and topology.

Figure 5.1: Some thin shell structures are found in nature.
5.1 Dimensionality Reduction

As computer technology becomes more sophisticated, research in different areas such as engineering, astronomy, biology, and economics, must deal with increasingly large sets of data. To overcome this problem, dimensionality reduction methods, also known as manifold learning, have been developed. The goal of these methods to reduce the
dimensionality of a data set in which there are a large number of interrelated variables, while retaining as much as possible the variation present in the data set. In other words, for a given data set \( X = \{x_1, x_2, ..., x_N \} \subset \mathbb{R}^D \), find a lower dimensional representation, \( \Xi = \{\zeta_1, \zeta_2, ..., \zeta_N \} \subset \mathbb{R}^d \), such that \( d \leq D \) and captures the content in the original data, according to some criterion. Generally, dimensionality reduction methods are classified in linear and nonlinear categories. The most common linear technique to perform dimensionality reduction was introduced in 1901 by Pearson [127]. It is also known by different names, such as Principal Components or Hotelling Transform [128], Karhunen-Loève Transform [129, 130], Empirical Orthogonal Functions [131] and Proper Orthogonal Decomposition [132]. Here we will refer to this method as Principal Component Analysis (PCA). A modern reference to this subject is [133]. Multidimensional Scaling (MDS) is another linear dimensionality reduction technique. PCA and MDS have successfully shown their capabilities to capture the Euclidean structure underlying data in many applications, but fail to produce compact and useful representations in others, likely because of the presence of strong nonlinear correlations. Nonlinear dimensionality reduction methods (NLDR) such as, isometric mapping (Isomap), locally linear embedding (LLE) and some subsequent modifications of LLE, such as Hessian LLE [134], or the Modified LLE method (MLLE) [135], have been developed over the last decades to address complex nonlinear problems. Fig. 5.4 indicates the dimensionality reduction results of an unstructured set of points sampling a swiss roll in 3D, by different method [3, 79]. The interested reader is referred to [3, 79] for full details. In this dissertation we use nonlinear dimensionality reduction method in the simulations to get more accurate results.

5.2 Manifold description from scattered points

To illustrate the method considered here for numerically representing surfaces defined by a set of scattered points, we refer to Fig. 5.5. As noted in [136], a fundamental difficulty in defining basis functions and performing calculations on a surface, as compared to open sub-sets in Euclidean space, is the absence in general of a single parametric domain. A simple example is the sphere, which does not admit a single singularity-free parametrization. Mesh-based methods, consisting of a collection of local parametrizations from the parent element to the physical elements, do not have any difficulty in this respect at the expense of reduced smoothness across the element boundaries or the need for special techniques to recover inter-element smoothness. In meshfree methods, such a natural parametric domain is not available, and the descrip-
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Figure 5.4: Swiss roll benchmark in dimensionality reduction. (A) Sampling in 3D by an unstructured set of points. Two-dimensional embeddings obtained with PCA (B), MLLE (C), and Isomap (D). Color is used to identify the location of the points. PCA fails because the sampled manifold is not unfolded and the points collapse in a line [3].

The description of surfaces with a topology different to that of an open set in \( R^2 \), such as a sphere (A) or a set of connected pipes (B), is a challenge. Even for surfaces homeomorphic to open two-dimensional sets, such as that depicted in (C), the geometric complexity can make it very difficult to produce well-behaved global parametrizations. For these reasons, the method we follow here proceeds in four steps: (1) We first partition the set of scattered points into subsets. (2) For each subset, the geometric structure of the surface is detected by dimensionality reduction methods and its points are embedded in 2D. (3) The 2D embedding then serves as a local parametric patch, and a local parametrization of the surface using smooth meshfree LME approximants is defined. (4) Finally, the different patches are glued together by means of a partition of unity.

Consider a smooth surface \( \mathcal{M} \) embedded in \( R^3 \) and represented by a set of (control) points \( P = \{ P_1, P_2, \ldots, P_N \} \subset R^3 \). The goal is to numerically represent \( \mathcal{M} \) from \( P \) and make computations on it. We consider another set \( Q = \{ Q_1, Q_2, \ldots, Q_M \} \subset R^3 \) with fewer points, typically a subset of \( P \) but not necessarily. We call the points of this set geometric markers. For simplicity, we will denote the points in \( P \) and its associated objects with a lower case subindex, e.g. \( P_a \), for \( a = 1, 2, \ldots, N \), and the geometric
markers in $Q$ and its associated objects with an upper case subindex, e.g. $Q_A$, for $A = 1, 2, \ldots, M$.

We partition these geometric markers into $L$ groups, we use the METIS library to partition the data [137]. These $L$ groups of geometric markers can be represented with index sets $\mathcal{I}_\kappa, \kappa = 1, \ldots, L$ with $\bigcup_{\kappa=1}^L \mathcal{I}_\kappa = \{1, 2, \ldots, M\}$ and $\mathcal{I}_\kappa \cap \mathcal{I}_\iota = \emptyset$ such that $\kappa \neq \iota$. As it will become clear below, there is a one-to-one correspondence between these groups of geometric markers and the local parameterizations of the surface, which here we refer as patches.

We consider a Shepard partition of unity associated with the geometric markers. Given a set of non-negative reals $\{\beta_A\}_{A=1,2,\ldots,M}$, we define the Shepard partition of unity with Gaussian weight associated to the set $Q$ as

$$ w_A(x) = \frac{\exp\left(-\beta_A |x - Q_A|^2\right)}{\sum_{B=1}^M \exp\left(-\beta_B |x - Q_B|^2\right)}. \quad (5.1) $$

To obtain a coarser partition of unity representative of a partition, we aggregate the partition of unity functions as

$$ \psi_\kappa(x) = \sum_{A \in \mathcal{I}_\kappa} w_A(x). \quad (5.2) $$

These functions form a partition of unity in $\mathbb{R}^D$, and consequently also in $\mathcal{M}$. We consider the index sets of all control points influencing each patch, $\mathcal{J}_\kappa$, with $\bigcup_{\kappa=1}^L \mathcal{J}_\kappa = \{1, 2, \ldots, N\}$, but now $\mathcal{J}_\kappa \cap \mathcal{J}_\iota \neq \emptyset$ due to the overlap between patch partition of unity functions. Roughly speaking, these sets are $\{a \mid P_a \in \sup \psi_\kappa\}$, slightly enlarged so that the patch parameterization is smooth on the boundary of the support of $\psi_\kappa$.  

Figure 5.5: Three point-set surfaces that require partitioning for different reasons: (A) and (B) for their non-trivial topology, and (C) for its complex geometry.
For each patch through a nonlinear dimensionality reduction technique, the MLLE method combined with the affine isometric correction, applied to the set of control points \( P_\kappa = \{ P_a \}_{a \in J_\kappa} \subset \mathbb{R}^3 \), we obtain a two-dimensional embedding of these points, represented by the set \( \Xi_\kappa = \{ \xi_a \}_{a \in J_\kappa} \subset \mathbb{R}^2 \). The two-dimensional region defined by these points is a convenient parametric space for the corresponding patch. It is important to note that the embedded points are in general unstructured, and that, although here \( d = 2 \), the methodology is applicable to higher dimensional embedded manifolds unlike mesh based techniques.

The patch parametrizations often need to be smooth, here because of the requirements of the Kirchhoff-Love theory. We consider here LME basis functions. Then, let \( p_a(\xi) \) denote the LME approximants associated to the point-set \( \Xi_\kappa \) on a domain \( \mathcal{A}_\kappa \subset \mathbb{R}^2 \), a subset of the convex hull of the reduced node set conv \( \Xi_\kappa \). We locally parameterize the manifold in this patch as

\[
\varphi_\kappa : \mathcal{A}_\kappa \rightarrow \mathbb{R}^3
\]

\[
\xi \mapsto \sum_{a \in J_\kappa} p_a(\xi) P_a. \tag{5.3}
\]

Consider a function \( f \) over a surface \( M, f : M \rightarrow \mathbb{R} \). The integral of this function over the surface can be split into integrals over the patches invoking the partition of unity

\[
\int_M f(x) dM \simeq \sum_{\kappa=1}^L \int_{\mathcal{A}_\kappa} \psi_\kappa(\varphi_\kappa(\xi)) f(\varphi_\kappa(\xi)) J_\kappa(\xi) d\xi, \tag{5.4}
\]

where \( J_\kappa = \sqrt{\det \left[ (D\varphi_\kappa)^T D\varphi_\kappa \right]} \) is the Jacobian determinant of the parameterization.

In this way, similarly to finite element methods, we have split the integral into local contributions, which can be evaluated using local parameterizations. Each patch integral can be approximated by numerical quadrature on the local parametric space, for instance we resort to Gauss quadrature on a support triangulation defined over \( \Xi_\kappa \).

### 5.3 Thin shell model

In this section, we review the mechanics of thin shells \[84, 138\], based on a geometrically exact formulation presented in \[117, 139\]. We restrict our attention to the Kirchhoff–Love kinematical assumption of shells, which states that the material line orthogonal to the middle surface in the undeformed configuration remains straight, unstretched and always orthogonal to the middle surface during the deformations. Furthermore,
we follow the usual convention for Latin and Greek indices, referring to Cartesian and curvilinear coordinates, respectively (i.e. \(i = 1, 2, 3; \alpha = 1, 2\)). A comma denotes partial derivatives, subscripts refer to covariant components, and superscripts denote contravariant components.

### 5.3.1 Kinematics of the shell

We consider a shell with a middle surface \(\Omega\), defined by \(\varphi\) which is a mapping from the parametric space of \(\mathbb{R}^2\), denoted by \(\mathcal{A}\), into \(\Omega\). Assume \(t\) is a field of unit vectors (a field of directors). Thus, the thin shell body \(\mathcal{S}\) in three dimension can be described by the pair \((\varphi, t)\), see Fig. 5.6. Additionally, the subscript \(0\) denotes quantities in the reference configuration, for instance \(\varphi_0\) parametrizes the reference middle surface. We assume the thickness \(t\) of the shell to be uniform for simplicity, and also we assume that the change in shell thickness after deformation is negligible. Then, the thin shell body \(\mathcal{S}\) is given by

\[
\mathcal{S} = \left\{ \Phi \in \mathbb{R}^3 \mid \Phi = \varphi(\xi^1, \xi^2) + \xi t(\xi^1, \xi^2), \ -\frac{t}{2} \leq \xi \leq \frac{t}{2}, \ (\xi^1, \xi^2) \in \mathcal{A} \right\}, \tag{5.5}
\]

where \(\mathcal{A} \subset \mathbb{R}^2\) is the parametric space for the middle surface. Hence, the configuration \(\Phi\) is a mapping from a parametric domain \(\mathcal{A} \times [-t/2, t/2]\) into \(\mathbb{R}^3\). The coordinates \(\{\xi^1, \xi^2, \xi^3\}\) (where \(\xi = \xi^3\) describe this parametric domain, which corresponding global Cartesian basis of these coordinates is \(\{E_i\}\). The area element of the middle surface can be computed as \(d\Omega = \bar{j} \, d\xi^1 d\xi^2\), where \(\bar{j} = |\varphi_1 \times \varphi_2|\).

![Figure 5.6: Reference and the deformed configurations of the middle shell surface.](image)

The convective basis vectors \(\mathbf{g}_i\) can be defined by the tangent map as

\[
\nabla \Phi = \frac{\partial \Phi}{\partial \xi^i} \otimes E^i = \mathbf{g}_i \otimes E^i,
\]
with $g_{\alpha} = \frac{\partial \Phi}{\partial \xi^\alpha} = \varphi_\alpha + \xi \ t_\alpha$ and $g_3 = \frac{\partial \Phi}{\partial \xi^3} = t$. The covariant components of the metric tensor in convected coordinates are given by $g_{ij} = g_{i} \cdot g_{j}$. The difference between the metric tensors of the undeformed and deformed configurations of the shell is measured by the Green–Lagrange strain tensor, i.e.

$$E_{ij} = \frac{1}{2} (g_{ij} - g_{0ij}) = \frac{1}{2} (\Phi_{,i} \cdot \Phi_{,j} - \Phi_{0,i} \cdot \Phi_{0,j}).$$

According to the Kirchhoff–Love theory of thin shells, we constrain the deformed director $t$ to coincide with the unit normal of the deformed middle surface of the shell, i.e.

$$t = \frac{\varphi_{,1} \times \varphi_{,2}}{j}, \quad \varphi_\alpha \cdot t = 0, \quad |t| = 1, \quad t \cdot t_\alpha = 0. \quad (5.6)$$

We assume that the deformation field for the shell is restricted to account only for small displacement. For more details, refer to [3, 79]. With the Kirchhoff–Love and the small deformation hypothesis, the only remaining non-zero components of the Green–Lagrange strain tensor are

$$E_{\alpha\beta} = \varepsilon_{\alpha\beta} + \xi \rho_{\alpha\beta}, \quad (5.7)$$

where $\varepsilon_{\alpha\beta} = \frac{1}{2}(\varphi_\alpha \cdot \varphi_\beta - \varphi_{0,\alpha} \cdot \varphi_{0,\beta})$ is the membrane strain tensor and $\rho_{\alpha\beta} = \varphi_\alpha \cdot t_\beta - \varphi_{0,\alpha} \cdot t_{0,\beta}$ is a tensor that measures the bending or change in curvature of the shell. Thus, the Kirchhoff–Love kinematic assumption leads to a formulation of the shell exclusively in terms of the middle surface. We refer to the Appendix C for a detailed computation of the Green–Lagrange strain tensor.

### 5.3.2 Thin shell potential energy

The potential energy of an elastic thin shell body under Kirchhoff–Love assumptions can be expressed by the functional

$$\Pi[u] = \int_{\Omega_0} W(u) \ d\Omega_0 + \Pi_{\text{ext}}[u], \quad (5.8)$$

where $\Omega_0$ is the reference middle surface of the thin shell body, $W$ is an internal energy density per unit area, and $\Pi_{\text{ext}}$ is the potential energy of the external loads.

For an isotropic Kirchhoff–St. Venant elastic material the internal energy density is given by:

$$W = \frac{1}{2} C^{\alpha\beta\gamma\delta} \left( t \varepsilon_{\alpha\beta} \varepsilon_{\gamma\delta} + \frac{t^3}{12} \rho_{\alpha\beta} \rho_{\gamma\delta} \right),$$
with
\[ C^{\alpha\beta\gamma\delta} = \frac{E}{(1 - \nu^2)} \left[ \nu a^\alpha a^\beta a^\gamma a^\delta + \frac{1}{2} (1 - \nu) \left( a^\alpha a^\gamma a^\beta + a^\alpha a^\delta a^\gamma \right) \right], \]
where we have introduced the first fundamental form \( a_{\alpha\beta} = \varphi_{,\alpha} \cdot \varphi_{,\beta} \) expressed in convected components, with \( a_0^{\alpha\gamma} (a_0)^{\gamma\beta} = \delta_\beta^\alpha \). \( E \) is the Young’s modulus, and \( \nu \) is the Poisson’s ratio [3, 79].

The external potential energy expressed in the reference middle surface is stated as:
\[ \Pi_{\text{ext}}[u] = -\int_{\Omega_0} q \cdot u \, d\Omega_0 - \int_{\partial\Omega_0} h \cdot u \, d\eta_0, \]
where \( q \) is the external body load per unit area, \( h \) the forces per unit length applied on the boundary of the middle surface, and \( d\eta_0 \) is the line element of the boundary of the middle surface.

### 5.3.3 Phase-field model for thin shell structures

Let us consider a thin shell model that assumes the phase-field to be constant across the thickness. The total potential energy functional for a thin shell body with crack (elastic and surface energies) is given by
\[ \Pi[u, v] = \int_{\Omega_0} (\nu^2 + \epsilon) W(u) \, d\Omega_0 + \int_{\Omega} G_c \ell \left[ \frac{(1 - \nu)^2}{4\ell} + \ell |\nabla v|^2 \right] \, d\Omega_0 + \Pi_{\text{ext}}[u], \quad (5.9) \]
where \( \nu \) is phase-field describing uniform cracks through the thickness, \( G_c \) is the critical energy release rate, or surface energy, in Griffith’s theory, and \( \ell \) is a positive regularization constant to regulate the size of the fracture zone. As \( \ell \) tends to zero, the phase-field approximation of the fracture energy converges to the fracture energy.

For an accurate discretized surface energy, the nodal spacing of the discretization \( h \) should be smaller than the regularization parameter \( \ell \), i.e. \( h/\ell \ll 1 \). Moreover, the crack area, which is controlled by \( \ell \), should be smaller than the domain area, in order to approximate the sharp-interface model. Numerical experiments illustrate that setting \( 2h \sim \ell \) still gives reasonable results. However, the computed surface energy will be slightly overestimated.

The natural boundary conditions are used for \( v \). The crack is assumed to be traction-free. In order to satisfy this condition the internal energy density \( W \) is multiplied by the jump set function \( (\nu^2 + \epsilon) \). The parameter \( \epsilon \ll 1 \) is introduced to avoid the singularity of disappearing internal energy density when the phase-field parameter is zero. To avoid crack healing, we impose \( v^i \leq v^{i-1} \) constraint on phase field solution of
each step. Here \(v^{i-1}\) and \(v^i\) are the phase-field parameters at step \(i - 1\) and \(i\) [109].

The first variation of the functional \(\Pi[u, v]\) is given by

\[
\delta \Pi = \delta \Pi_{\text{int}} + \delta \Pi_{\text{ext}} = 0.
\]

Since the variations \(\delta u\) and \(\delta v\) are independent, the above expression leads to two decoupled equations

\[
\delta \Pi[u, v, \delta u] = \int_\mathcal{A} (v^2 + \epsilon) C^{\alpha\beta\gamma\delta} \left( t \varepsilon_{\gamma\delta}(u) \varepsilon_{\alpha\beta}(\delta u) + \frac{t^3}{12} \rho_{\gamma\delta}(u) \partial_{\alpha\beta}(\delta u) \right) \tilde{j}_0 \, d\xi^1 \, d\xi^2 + \delta \Pi_{\text{ext}}[\delta u] = 0,
\]

(5.10)

\[
\delta \Pi[u, v, \delta v] = \int_\mathcal{A} 2 v \delta v \mathcal{W}(u) \tilde{j}_0 \, d\xi^1 \, d\xi^2 + 2 \int_\mathcal{A} t G_c \left( -\frac{(1 - v)\delta v}{4\ell} + \ell v \nabla(\delta v) \right) \tilde{j}_0 \, d\xi^1 \, d\xi^2 = 0,
\]

(5.11)

with the external virtual work

\[
\delta \Pi_{\text{ext}}[\delta u] = - \int_\mathcal{A} \bar{q} \cdot \delta u \, \tilde{j}_0 \, d\xi^1 \, d\xi^2 - \int_{\partial \mathcal{A}} \bar{h} \cdot \delta u \left\| \varphi_{0,t} \right\| \, d\eta_\xi.
\]

(5.12)

With the strategy presented in Section 5.2, we can split the expressions stated by the principle of virtual work into partition contributions, that is

\[
\delta \Pi[u, v, \delta u] = \sum_{\kappa=1}^L \int_{\mathcal{A}_\kappa} \left[ (v^2 + \epsilon) C^{\alpha\beta\gamma\delta} \left( t \varepsilon_{\gamma\delta}(u) \varepsilon_{\alpha\beta}(\delta u) + \frac{t^3}{12} \rho_{\gamma\delta}(u) \partial_{\alpha\beta}(\delta u) \right) \tilde{j}_0 \right] \bar{\psi}_\kappa \circ \varphi_0 \, d\xi^1 \, d\xi^2
- \sum_{\kappa=1}^L \int_{\mathcal{A}_\kappa} \left[ q \cdot \delta u \, \tilde{j}_0 \right] \bar{\psi}_\kappa \circ \varphi_0 \, d\xi^1 \, d\xi^2
- \sum_{\kappa=1}^L \int_{\partial \mathcal{A}_\kappa} \left[ \bar{h} \cdot \delta u \left\| \varphi_{0,t} \right\| \right] \bar{\psi}_\kappa \circ \varphi_0 \, d\eta_\xi = 0,
\]

(5.13)

and

\[
\delta \Pi[u, v, \delta v] = \sum_{\kappa=1}^L \int_{\mathcal{A}_\kappa} \left[ 2 \mathcal{W}(u) + \frac{t G_c}{2\ell} v \delta v \tilde{j}_0 \right] \bar{\psi}_\kappa \circ \varphi_0 \, d\xi^1 \, d\xi^2
+ \sum_{\kappa=1}^L \int_{\mathcal{A}_\kappa} 2 t G_c \ell \left( \frac{\partial v}{\partial \xi^\alpha} g^{\alpha\beta} \frac{\partial (\delta v)}{\partial \xi^\beta} \right) \tilde{j}_0 \bar{\psi}_\kappa \circ \varphi_0 \, d\xi^1 \, d\xi^2
- \sum_{\kappa=1}^L \int_{\mathcal{A}_\kappa} \left[ \frac{t G_c}{2\ell} \delta v \tilde{j}_0 \right] \bar{\psi}_\kappa \circ \varphi_0 \, d\xi^1 \, d\xi^2 = 0,
\]

(5.14)

such that \(g^{\alpha\gamma}g_{\gamma\beta} = \delta^\alpha_\beta\). Here, \([\cdot]\) means that the expression within the brackets is evaluated with the \(\kappa\)-th partition approximation of the undeformed middle surface.
5.3.4 Galerkin discretization

We consider now the discrete equilibrium equations for a shell whose middle surface in the reference configuration is numerically represented with the procedure described before, in terms of a set of nodes \( P_0 = \{ P_{01}, \ldots, P_{0N} \} \), and a set of \( L \) patches. We follow a total Lagrangian approach, with the same parameter space and basis functions for the reference and deformed configurations. Let \( \varphi_{0\kappa} \) be the reference configuration mapping for the middle surface of a specific part \( \kappa \), defined over the parametric space \( \mathcal{A}_\kappa \)

\[
\varphi_{0\kappa}(\xi) = \sum_{a \in J_\kappa} p_a(\xi) \ P_{0a}, \quad (5.15)
\]

We represent the deformed configuration in a given partition \( \kappa \) as

\[
u_\kappa(\xi) = \sum_{a \in J_\kappa} p_a(\xi) \ u_a,
\]

and the approximation of the phase-field parameter, \( \nu \), as

\[v_\kappa(\xi) = \sum_{a \in J_\kappa} q_a(\xi) \ u_a,
\]

where \( p_a(\xi) \) and \( q_a(\xi) \) are LME basis functions. Virtual displacements and virtual phase-field parameters are represented likewise. A simple calculation yields the Galerkin stiffness matrix. The interaction between nodes \( a \) and \( b \) is given by

\[
K_{ab} = \sum_{\kappa=1}^{L} \int_{\mathcal{A}_\kappa} \left[ (\alpha^2 + \epsilon) \left( t M^a C M^b + \frac{t^3}{12} B^a C B^b \right) \right] \ j_{0\kappa} (\psi_\kappa \circ \varphi_0) \ d\xi_1 d\xi_2,
\]

where \( M^a \) and \( B^a \) are the membrane and bending strain-displacement matrices for the \( a \)-th node. For a specific patch such as \( A \), we have

\[M_{ij}^a = M_i^a \cdot e_j \quad \text{and} \quad B_{ij}^a = B_i^a \cdot e_j,\]
where
\[
M^a = p_{a,\alpha} \varphi_{0,\alpha},
\]
\[
M^3 = p_{a,2} \varphi_{0,1} + p_{a,1} \varphi_{0,2},
\]
\[
B^a = -p_{a,\alpha} t_0 + \bar{j}_0^{-1} [(\varphi_{0,\alpha} \times \varphi_{0,2})p_{a,1} + (\varphi_{0,1} \times \varphi_{0,\alpha})p_{a,2}],
\]
\[
B^3 = -2 p_{a,12} t_0 + 2 \bar{j}_0^{-1} [(\varphi_{0,12} \times \varphi_{0,2})p_{a,1} + (\varphi_{0,1} \times \varphi_{0,12})p_{a,2}].
\]

Note that $M^a, B^a \in \mathbb{R}^{3 \times 3}$ and the repeated indices in the expressions for $M^a$ and $B^a$ do not imply summation, see [79] for a detailed description. The force contribution of the $a$-th node is
\[
f^a = \sum_{\kappa=1}^L \int_{\mathcal{A}_a} \left[ q p_{a,\alpha} \bar{j}_0 \right]_\kappa (\psi_\kappa \circ \varphi_0) \, d\xi^1 d\xi^2 + \sum_{\kappa=1}^L \int_{\partial \mathcal{A}_a} \left[ h p_a \left\| \varphi_{0,\ell} \right\| \right]_\kappa (\psi_\kappa \circ \varphi_0) \, d\eta_\xi.
\]

Finally, the phase-field stiffness matrix is
\[
K^{ab}_v = \sum_{\kappa=1}^L \int_{\mathcal{A}_a} \left[ (2 \mathcal{W}(u) + \frac{t G_c}{2 \ell}) q_a q_b \bar{j}_0 + 2 \ell t G_c q_a,\alpha q_b,\beta g^{\alpha\beta} \bar{j}_0 \right]_\kappa (\psi_\kappa \circ \varphi_0) \, d\xi^1 d\xi^2,
\]
and the right hand side for phase-field is
\[
f^a = \sum_{\kappa=1}^L \int_{\mathcal{A}_a} \frac{t G_c}{2 \ell} \left[ q_a \bar{j}_0 \right]_\kappa (\psi_\kappa \circ \varphi_0) \, d\xi^1 d\xi^2.
\]

The Dirichlet displacement and rotation boundary conditions are imposed with Lagrange multipliers, the interested reader is referred to [32, 79, 140, 141].

5.4 Numerical results

5.4.1 Single edge notch tensile

To get a better understanding of the proposed methodology, we consider a well studied benchmark example of 2D solid under plane stress state [142, 143]. The plane is a square of edge length $L = 1$ mm, under pure tension with initial crack (see sketch in Fig. 5.7). The crack is replaced at the middle of the plane edge with length $L/2$ and width of $2h$. The elastic constants are chosen as $E = 10^9$ N/mm$^2$ and $\nu = 0.3$, the
critical energy release rate as \( G_c = 1 \) N/mm and \( \epsilon = 10^{-6} \). The constant displacement increments \( \Delta u = 0.5 \times 10^{-6} \) mm, are used for each step of computation.

The results are indicated in Figs. 5.8, 5.9, 5.10 and 5.11 for a uniform discretization with nodal spacing \( h = 0.005 \). The crack path is illustrated in Fig. 5.8. As it was expected, the crack propagates in a symmetry path [105]. For fixed regularization parameter \( \ell = 0.05 \) mm, the influence of the different values of \( \gamma \) for the LME approximants, is analyzed. Fig. 5.9 depicts the load-deflection curves for FEM and LME with different values of \( \gamma \). The same results are observed for LME with \( \gamma \geq 1.8 \) and FEM, while \( \gamma \leq 0.8 \) gives less accurate result, due to the wider and smoother LME shape functions. Therefore, the LME results converge to the standard FEM results as \( \gamma \) increases [77]. The subsequent study analyzes the influence of the critical energy release rate \( G_c \). The energy release rate, \( G \), is the rate of change in potential energy with crack area. The crack extension occurs when \( G \) reaches a critical value \( G_c \). Hence, as \( G_c \) decreases the material are more brittle and reaction force is lower. Figs. 5.10, 5.11 illustrate the load-deflection curves for different values of \( G_c, \gamma = 1.8, \ell = 0.05 \) and \( \ell = 0.025 \). It is obvious from these figures as \( G_c \) increases the area under the load-deflection curve appends. Fig. 5.12 indicates load-deflection curves for different discretization with nodal spacing \( h = 0.0204, 0.0101, 0.005 \). In this figure for fine mesh, \( h \leq 0.0101 \), the results are mesh-independent, which conform the results obtained by [105].

![Figure 5.7: Square plate of side length \( L = 1 \) mm with initial crack of length \( L/2 \) under pure tension.](image-url)
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Figure 5.8: (Left) initial phase-field parameter values with initial crack width of $2h$, (right) phase-field solution of the plate for the final state after full breaking.

Figure 5.9: Load-deflection curves for FEM and LME with $\gamma = 0.8, 1.8$ and 4.8.
Figure 5.10: Load-deflection curves for $h = 0.005$, $G_c = 1.0, 1.5, 2.0$ N/mm, $\ell = 0.05$ mm and $\gamma = 1.8$.

Figure 5.11: Load-deflection curves for $h = 0.005$, $G_c = 1.0, 1.5, 2.0$ N/mm, $\ell = 0.025$ mm and $\gamma = 1.8$. 
5.4 Numerical results

5.4.2 Connected pipes pulling

In this example we show the flexibility and robustness of the present methodology to deal with a thin shell of complex topology and complex crack path. Figure 5.13 shows the surface, consisting of a set of six connected open pipes. The boundary curve at the bottom is clamped, whereas the top boundary curve is incrementally displaced in the upward (0, 0, 1) direction. Material parameters have been selected as $E = 10^7$ N/mm$^2$ and $\nu = 0.3$, $G_c = 1$ N/mm, while the thickness is $t = 0.005$ mm. The discretization of the geometry (geometric markers) and the control points consists of two arrangements of 25668 and 100380 unstructured set of points respectively. The original coarse point-set has been obtained from the MATLAB central file exchange and subsequently subdivide it through Loop’s subdivision algorithm by using Paraview [144]. The phase field is represented as a colormap on the reference configuration, see Figs. 5.14A,C. Figures 5.14B,D shows the physical deformation obtained, which has been amplified by a factor of 20 to give a better idea of the resulting displacements. Due to the nonlinearity of the model, we observe a symmetry-breaking solution.
Figure 5.13: Sketch for the brittle thin shell problem. (A) Material and geometrical parameters describing a set of six connected open pipes. (B) The prescribed boundary conditions and the applied incremental displacement.
Figure 5.14: Selected snapshots of the deformation process of a brittle thin shell with complex topology. The boundary curve of the bottom pipe is clamped and the top boundary curve is incrementally displaced in the upward \((0, 0, 1)\) direction. The process has been performed without an initial crack. (A,C) Phase field as colormap in the reference configuration for two selected imposed displacements of the top boundary curve, just before the fracture \((d = 0.0055)\) and for the final imposed displacement, \(d = 0.01\). (B,D) Deformed configurations for two selected instants, the deformation field has been magnified by 20.
Chapter 6

Conclusions and future work

6.1 Contributions

We summarize here the most significant contributions of this work:

1. In the first part of this dissertation, we have developed a local maximum entropy approximation scheme for fracture using enrichment functions. The LME shape functions are non-negative which improves stability, and they possess a weak Kronecker delta property which makes it easy to impose the boundary conditions. With a fixed area (geometric) enrichment, optimal convergence is obtained. The LME basis functions are in general not polynomials but rather particle-based smooth functions, whose support is dictated by a non-dimensional parameter $\gamma$. When $\gamma$ decreases, the LME shape functions have better approximation properties compared to standard FEM shape functions, but the size of their support increases. Hence, accurate numerical integration using standard Gauss quadrature requires a greater number of function evaluations. We conclude that there is an optimal value of $\gamma$ of around 1.8 that maximizes the accuracy in relation to computational cost.

2. For computation of stress intensity factors, XLME method is competitive in terms of costs compared to XFEM. Very likely, it is possible to improve the computational efficiency further.

3. In the second part, we introduced phase field method to use in conjunction with smooth approximants as LME. We observed that phase field method reduces the algorithmic complexity of the implementation, especially in three dimensional problems. In contrast to discrete methods which require to numerically track
the discontinuities in the displacement field, the phase field methods provide a continuous representation of a crack surface. We also observed that extending 2D problems to 3D is straightforward for the phase field method.

4. We have developed the fourth order phase field method, the aim is to increase the rate of convergence, and improve the accuracy and efficiency.

5. We compared the second and the fourth order phase field models for LME method. The fourth order phase field model gives more accurate results with lower $\gamma$ and sharper crack simulation. This model lets us use smoother shape functions with finer length scale parameter. As explained in this dissertation, the smoothness of LME shape functions depends on parameter $\gamma$. When the parameter $\gamma$ decreases, the LME shape functions differ from standard FEM shape functions and the locality decreases. Hence, these shape functions approximate smooth functions. We have also shown that both the second and fourth order phase field models are capable of capturing complex crack behavior in three dimensions.

6. We observed that the length scale parameter of the phase field model, is problem dependent. However choosing $4h \leq l_0$ gives almost reliable results.

7. We conclude that there is an optimal value of $\gamma \leq 1.8$ for the fourth order phase field model and $\gamma \geq 4.8$ for the the second order phase field model in use with the meshfree LME approximation, that maximizes the accuracy.

8. The advantage of phase field models over the XLME that we don’t need to track the crack path and compute stress intensity factors to predict the crack path. So, the computer’s code is much easier than XLME. However, XLME method gives more accurate results.

9. The higher order continuity of the meshfree LME approximation allows to directly solve the fourth-order phase field equations without splitting the fourth-order differential equation into two second order differential equations.

10. In contrast to the at least quadratic NURBS–formulation [110], we employ only linear basis. In FEM, Hughes [111] have shown for the fourth order PDEs, at least a quadratic basis is required. However, a linear LME basis was sufficient to obtain excellent results for Kirchhoff–Love thin shells (also fourth order PDE).
11. We have extended the methodology proposed in [3] to model fracture in Kirchhoff-Love thin shell bodies described by surface of complex geometry and topology. We propose here treating fracture with a phase-field model and discretizing the coupled thin-shell/phase-field equations. We developed this method for brittle material and analyzed this model for a structure with complex geometry and topology. Simulations have shown that the onset of crack propagation in the phase-field model can be linked to the energy release rate reaching the critical value $G_c$.

### 6.2 Open lines for research

We next mention some open ideas for research derived from the work performed:

1. In XLME method, we plan to investigate the development of an efficient integration scheme, goal-oriented adaptivity for the parameter $\gamma$ and the enrichment radius, as well as methods to improve the condition number of the stiffness matrix.

2. The proposed XLME approximation also shows a lot of potential for other problems which will be examined in the future, such as crack growth and fracture in thin shell bodies.

3. A $\Gamma$-convergence proof for the fourth order model has not yet been established, see Appendix B.

4. Since the LME shape functions are 'approximants' not 'interpolants', the irreversibility conditions for the phase filed model need to be improve.

5. To model fracture in Kirchhoff-Love thin shell bodies, we have used the second order phase field model with $\gamma \geq 4.8$ to approximate the crack surface. It is noteworthy in this work that we have used different values of the LME aspect parameter $\gamma$, for both phase-field and thin shell model. Since, the numerical solutions calculated for linear and nonlinear thin shell problems involving high order derivatives have shown to be very accurate when the locality parameter is selected within the range $0.6 \leq \gamma \leq 1$ (Millan et al., 2011, 2012) [3, 79]. We observe that using similar parameter $\gamma$, for the second order phase-field and thin shell model (equal $0.6 \leq \gamma \leq 1$) leads to less accurate results for phase-field. Additionally, different parameters $\gamma$ make impossible to obtain right results for
mode II, due to connection between shape functions on both sides of crack. The future work is to use equal values of the smoothness LME parameter $\gamma$ for both problems by introducing the fourth order phase-field model to use in Kirchhoff-Love thin shell structures.

6. A comparison such as the computation cost, the complexity of the algorithms and the accuracy should be done between XLME approximants and phase field method to model fracture in Kirchhoff-Love thin shell bodies with complex geometry and topology.

7. In this work, we assumed that the phase field parameter is uniform through the thickness for the coupled thin-shell/phase-field equations. The future work is to consider nonuniform phase field parameter through the thickness.

8. In the phase field model, the energy is released due to fracture in both tension and compression. This limits the application of the presented model to special problems. In the future, we will separate the positive and the negative part of the stored energy based on the spectral decomposition of the strain tensor [105]. We also plan to apply this feature to thin shell structures with fracture.
Appendix A

Derivatives of the LME shape functions

Here, we calculate the derivatives of the local maximum entropy approximants. We denote spatial gradients of scalar functions by \( \nabla \), whereas for vector-valued functions we denote the matrix of partial derivatives by \( D_y(x) \). The symbol \( \partial \) denotes partial differentiation. We suppose the parameter \( \beta \) is constant, as have been used in this work. Consider the following functions

\[
f_a(x, \lambda) = -\beta_a |x - x_a|^2 + \lambda \cdot (x - x_a) \quad (A.1)
\]

\[
Z(x, \lambda) = \sum_{i=1}^{N} \exp[f_i(x, \lambda)] \quad (A.2)
\]

\[
p_a(x, \lambda) = \frac{\exp[f_a(x, \lambda)]}{Z(x, \lambda)} \quad (A.3)
\]

\[
r(x, \lambda) = \partial_\lambda \log Z(x, \lambda) \quad (A.4)
\]

\[
r(x, \lambda) = \frac{\sum_{i=1}^{N} \exp[f_i(x, \lambda)](x - x_i)}{\sum_{i=1}^{N} \exp[f_i(x, \lambda)]} = \sum_{i=1}^{N} p_i(x, \lambda)(x - x_i) \quad (A.5)
\]

\[
J(x, \lambda) = \partial_\lambda \partial_\lambda \log Z(x, \lambda) \quad (A.6)
\]

Calculating the derivative of (A.4) respect to \( \lambda \) and arrange the terms gives

\[
J(x, \lambda) = \sum_{i=1}^{N} p_i(x, \lambda)(x - x_i) \otimes (x - x_i) - r(x, \lambda) \otimes r(x, \lambda) \quad (A.7)
\]
For simplicity we consider a fix vector-valued function of $\lambda$. We show this function by $\lambda^*$ and the associated functions for this valued function by $(\cdot)^*$, for example $p_a^*, f_a^*$. In fact $\lambda^*$ is the unique maximizer of $-\log Z(x, \lambda)$. Our aim is to compute $\nabla p_a^*$.

Applying $\nabla$ on equation (A.3) and considering equations (A.2) and (A.3) and simple calculations give

$$\nabla p_a^* = p_a^* \nabla f_a^* - p_a^* \sum_{i=1}^{N} p_i^* \nabla f_i^* \quad \text{(A.8)}$$

By the chain rule, we have

$$\nabla f_a^* = -2\beta_a (x - x_a) + \lambda^* + (x - x_a) D\lambda^* \quad \text{(A.9)}$$

The only term that is not available explicitly is $D\lambda^*$. Since $r^* = 0$, we have

$$0 = Dr^* = (\frac{\partial r}{\partial x})^* + D\lambda^* (\frac{\partial r}{\partial \lambda})^* \quad \text{(A.10)}$$

from (A.6)

$$(\frac{\partial r}{\partial \lambda})^* = J^*$$

and from (A.4) and (A.3) we have

$$J_\beta = 2\sum_{i=1}^{N} p_i^*(x, \lambda)(x - x_i) \otimes (x - x_i)$$

$$D\lambda^* = (J_\beta - I)(J^*)^{-1}$$

We finally get the first spatial derivative of the shape functions as

$$\nabla p_a^* = p_a^*[r_\beta - M_a(x - x_a)] \quad \text{(A.11)}$$

$$r_\beta = 2\sum_{i} \beta_i p_i^*(x - x_i), \quad M_a = (2\beta_a I - D\lambda^*)$$

The second spatial derivative of the shape functions or Hessian, is denoted by $(H_{p_a})^*$ and computed as follow. By applying $\nabla$ on equation (A.8), we have

$$(H_{p_a})^* = \nabla p_a^* \otimes (\nabla f_a^* - \sum_i p_i^* \nabla f_i^*) + p_a^* ((D\nabla f_a)^*)^* - \sum_{i} p_i^*(D\nabla f_i)^*)^* - p_a^* \sum_i p_i^* \otimes \nabla f_i^* \quad \text{(A.12)}$$
\[ (H_{pa})^* = p_a^*[r_\beta - M_a(x - x_a)] \otimes [r_\beta - M_a(x - x_a)] + 2p_a^*(\Sigma_i \beta_i p_i^* - \beta_i)I + p_a^* D^2 \lambda^*(x - x_a) - p_a^* r_\beta \otimes r_\beta + p_a^* \Sigma_i p_i^* M_i(x - x_i) \otimes M_i(x - x_i) \]

(A.13)

Using the fact that \( D^2 r = 0 \), we obtain

\[ D^2 \lambda^*(x - x_a) = r_\beta \otimes j_a + j_a \otimes r_\beta + (r_\beta \cdot j_a)I - \Sigma_i p_i^* \Delta_{ai} M_i(x - x_i) \otimes M_i(x - x_i) \]

(A.14)

\[ \Delta_{ai} = (x - x_i) \cdot (J^*)^{-1}(x - x_a), \quad j_a = (J^*)^{-1}(x - x_a) \]

After replacing and arranging the terms we have

\[ (H_{pa})^* = p_a^*[r_\beta - M_a(x - x_a)] \otimes [r_\beta - M_a(x - x_a)] + 2p_a^*(\Sigma_i \beta_i p_i^* - \beta_i)I + p_a^*[r_\beta \otimes r_\beta + r_\beta \otimes j_a + j_a \otimes r_\beta + (r_\beta \cdot j_a)I] - p_a^* \Sigma_i p_i^*(1 + \Delta_{ai}) M_i(x - x_i) \otimes M_i(x - x_i) \]

(A.15)
Appendix B

The $\Gamma$-convergence approximation conjecture of De Giorgi model

**Definition 1.** ($\Gamma$-convergence). Let $X$ be a topological space, we say that a sequence functional $f_{j_0}: X \to \mathbb{R}^+, j_0 > 0$, $\Gamma$-converges in $X$ to $f : X \to \mathbb{R}^+$ if for all $x \in X$ we have

(i) (lim inf inequality) for every sequence $(x_{j_0}) \in X$ converging to $x \in X$ as $j_0 \to 0$

\[
f \leq \lim \inf_{j_0 \to 0} f_{j_0}(x_{j_0}); \tag{B.1}\]

(ii) (lim sup inequality) there exists a sequence $(x_{j_0}) \in X$ converging to $x \in X$ such that

\[
f \geq \lim \sup_{j_0 \to 0} f_{j_0}(x_{j_0}); \tag{B.2}\]

The function $f$ is called the $\Gamma$-limit of $(f_{j_0})$, and we write $f = \Gamma - \lim_{j_0 \to 0} f_{j_0}$.

**Theorem 4.** If $f_{j_0}$ $\Gamma$-converges to $f$ and $x_{j_0}$ minimizes $f_{j_0}$ over $X$, then every cluster point of $(x_{j_0})$ minimizes $f$ over $X$.

$\Gamma$-convergence of the second order phase filed model for the brittle fracture in linear elasticity, has been proved in [52, 145, 146]. This implies that the minimizing solution to $\Gamma_{l_0}$ will converge to a minimizing solution of $\Gamma$ as $l_0$ goes to zero. In fact, the minimizing solution of $\Gamma$ as $l_0$ converge to zero is the total potential energy for Griffith’s theory.

It was proved in [147, 148], the high order correction of the Mumford–Shah image
model – the Mumford–Shah–Euler image functional

\[ F_l = \frac{\alpha}{c_1} \int_{\Omega} \left[ l \| \nabla v \|^2 + \frac{w(v)}{l^2} \right] dV + \frac{\beta}{c_2} \int_{\Omega} \left[ 2\Delta v - \frac{w(v)'}{l^2} \right]^2 dV, \quad (B.3) \]

\[ \Gamma \rightarrow \Gamma(\Omega) = \int_{\Omega} (\alpha + \beta \kappa^2) dV, \quad (B.4) \]

as \( l \to 0 \). Here \( \alpha \) and \( \beta \) are positive weights, \( c_1, c_2 \) are positive constants, \( w(v) \) is the double-well potential function and \( \kappa \) is the contour curvature.
Appendix C

The Green–Lagrange strain tensor for Kirchhoff–Love assumptions

Consider

\[ E_{ij} = \frac{1}{2} (g_{ij} - g_{0ij}) = \frac{1}{2} (\Phi, i \cdot \Phi, j - \Phi_{0,i} \cdot \Phi_{0,j}). \]  \hspace{1cm} (C.1)

By substituting \( \Phi = \varphi(\xi^1, \xi^2) + \xi \ t(\xi^1, \xi^2) \) into above equation we have

\[ E_{\alpha\beta} = \varepsilon_{\alpha\beta} + \xi \ \rho_{\alpha\beta} + (\xi)^2 \ \vartheta_{\alpha\beta} \]  \hspace{1cm} (C.2)

Where

\[ \varepsilon_{\alpha\beta} = \frac{1}{2} (\varphi, x ; \varphi, y - \varphi_{0,x} \cdot \varphi_{0,y}) \]  \hspace{1cm} (C.3)

\[ \rho_{\alpha\beta} = \varphi_{,x} \cdot t_{,y} - \varphi_{0,x} \cdot t_{0,y} \]  \hspace{1cm} (C.4)

\[ \vartheta_{\alpha\beta} = \frac{1}{2} (t_{,x} \cdot t_{,y} - t_{0,x} \cdot t_{0,y}) \]  \hspace{1cm} (C.5)

for \( \alpha, \beta = 1, 2 \).

\[ E_{\alpha3} = \frac{1}{2} \{ \varphi_{,x} \cdot t + t_{,x} \cdot t - \varphi_{0,x} \cdot t_{0} - t_{0,x} \cdot t_{0} \} \]

\[ E_{33} = \frac{1}{2} \{ t \cdot t - t_{0} \cdot t_{0} \} \]

considering the condition \( (5.6) \), we get

\[ E_{\alpha3} = \frac{1}{2} \{ \varphi_{,x} \cdot t + t_{,x} \cdot t \} \]

\[ E_{33} = \frac{1}{2} \{ t \cdot t - 1 \} \]
The Green–Lagrange strain tensor for Kirchhoff–Love assumptions

So, \( \varepsilon_{\alpha 3} = \frac{1}{2} \varphi_{,\alpha} \cdot \mathbf{t} \) and \( \varepsilon_{33} = \frac{1}{2} (\mathbf{t} \cdot \mathbf{t} - 1) \) and \( \rho_{\alpha 3} = \frac{1}{2} \mathbf{t} \cdot \mathbf{t} \).

- \( \varepsilon_{\alpha \beta} \) is the membrane strain tensor, which measures the in-plane deformation of the surface. The components \( \varepsilon_{\alpha 3} \) measure the shearing of the director \( \mathbf{t}_0 \) and the component \( \varepsilon_{33} \) measures the stretching of the director \( \mathbf{t}_0 \).
- The tensor \( \rho_{\alpha \beta} \) measure the bending or change in curvature of the shell. \( \rho_{\alpha 3} \) measures the shearing originated from the director elongation.
- The in-plane tensor \( \vartheta_{\alpha \beta} \) is exclusively related to changes of the middle surface directors.

Considering the Kirchhoff–Love theory of thin shells, we have

\[
\mathbf{t} = \frac{\varphi_{,1} \times \varphi_{,2}}{j}, \quad \varphi_{,\alpha} \cdot \mathbf{t} = 0, \quad |\mathbf{t}| = 1, \quad \mathbf{t} \cdot \mathbf{t}_{,\alpha} = 0.
\]

Hence, we have

\( \varepsilon_{\alpha 3} = \varepsilon_{33} = \rho_{\alpha 3} = 0 \)

So, the only nonzero components of strain tensor are on the mid–surface of shell.

### C.1 Equilibrium configuration of thin shells

The potential energy of an elastic shell body with internal energy density \( W \) can be expressed by the functional

\[
\Pi[u] = \int_{\mathcal{S}_0} W(u) \, dV_0 + \Pi_{\text{ext}}[u],
\]

where \( \Pi_{\text{ext}} \) is the potential energy of the external loads. We consider an isotropic Kirchhoff–St. Venant elastic material, with an internal energy density expressed as

\[
W = \frac{1}{2} C^{ijkl} E_{ij} E_{kl},
\]

where \( C^{ijkl} \) are the contravariant components of the elasticity tensor. For thin shell bodies, the Green-Lagrange tensor components are commonly retained up to first order in \( t \), see Equation (5.7), and the effect of curvature on the configuration Jacobian away from the middle surface is neglected, that is \( j_0 / \bar{j}_0 = 1 \) (see \([117, 139]\)). Assuming that the elasticity tensor does not vary trough the thickness, the internal energy density can be integrated through-the-thickness as follows:

\[
\Pi[u] = \int_{\Omega_0} \int_{-t/2}^{t/2} W(u) \frac{j_0}{j_0} \, d\xi d\Omega_0 + \Pi_{\text{ext}}[u],
\]
resulting in an internal energy density per unit area

\[ W = \frac{1}{2} \int_{-\ell/2}^{\ell/2} C^{\alpha\beta\gamma\delta} E_{\alpha\beta} E_{\gamma\delta} \frac{\partial j_0}{\partial \xi} \, d\xi \]  

(C.6)

with

\[ C^{\alpha\beta\gamma\delta} = \frac{E}{(1-\nu^2)} \left[ \nu a^{\alpha\beta}_{\gamma\delta} + \frac{1}{2} (1-\nu) \left( a^{\alpha\gamma}_{\delta\beta} + a^{\alpha\delta}_{\beta\gamma} \right) \right], \]

where \( a^{\alpha\gamma}_{\delta\beta} (a_0)^{\gamma\beta}_{\alpha} = \delta^\alpha_\beta \), \( E \) is the Young’s modulus, and \( \nu \) the Poisson’s ratio.

By substituting Equation (C.2) into the Equation (C.6) and consistent with the thin shell assumption, and neglecting higher order terms of \( t \), we have

\[ W \simeq \frac{1}{2} C^{\alpha\beta\gamma\delta} \left( l \varepsilon_{\alpha\beta} \varepsilon_{\gamma\delta} + \frac{l^3}{12} \rho_{\alpha\beta} \rho_{\gamma\delta} \right). \]

Thus, the internal potential energy can be written as an integral over the reference middle surface

\[ \Pi_{\text{int}}[u] = \int_{\Omega_0} W(u) \, d\Omega_0. \]

C.2 Small displacements

We assume that the deformation field for the shell is restricted to small deformation theory or small displacement theory. Then, if the displacement vector of the middle surface of the shell is defined as \( \varphi = u + \varphi_0 \), the linear membrane components of the middle surface of the shell can be written up to first order in \( u \) in the form

\[ \varepsilon_{\alpha\beta} = \frac{1}{2} (\varphi_{0,\alpha} \cdot u_{\beta} + \varphi_{0,\beta} \cdot u_{\alpha} + u_{\alpha} \cdot u_{\beta}), \]

By considering that \( u_{\alpha} \cdot u_{\beta} = 0 \), then we have

\[ \varepsilon_{\alpha\beta} = \frac{1}{2} (\varphi_{0,\alpha} \cdot u_{\beta} + \varphi_{0,\beta} \cdot u_{\alpha}). \]

From Section 5.3, with the Kirchhoff–Love assumptions and defining the displacement vector \( \varphi = u + \varphi_0 \), the linear bending strain tensor components in Equation (C.4) can be written as

\[ \rho_{\alpha\beta} = \varphi_{0,\alpha\beta} \cdot t_0 - (\varphi_{0,\alpha\beta} + u_{\alpha\beta}) \cdot t, \]  

(C.7)
where
\[ t = \frac{\varphi_1 \times \varphi_2}{j} = \frac{(u_1 + \varphi_{0,1}) \times (u_2 + \varphi_{0,2})}{j}, \]
\[ t = \frac{\overline{j}^{-1}}{j} \left( \varphi_{0,1} \times \varphi_{0,2} + u_1 \times \varphi_{0,2} + \varphi_{0,1} \times u_2 + u_1 \times u_2 \right). \]

Considering up to first order in \( u \), \( \overline{j}^{-1} \) in the reference configuration is written in the form
\[ \overline{j}^{-1} \approx \overline{j}_0^{-1} - \overline{j}_0^{-2} \cdot t_0 \cdot (u_1 \times \varphi_{0,2} + \varphi_{0,1} \times u_2), \]
which allows us to calculate the normal director increment \( \Delta t = t - t_0 \) as
\[ \Delta t \approx \overline{j}_0^{-1} \left( u_1 \times \varphi_{0,2} + \varphi_{0,1} \times u_2 \right) - \overline{j}_0^{-1} \left[ t_0 \cdot (u_1 \times \varphi_{0,2} + \varphi_{0,1} \times u_2) \right] t_0. \]

Considering equations: \( v = u_1 \times \varphi_{0,2} + \varphi_{0,1} \times u_2 \) and \( a \times (b \times c) = b(a \cdot c) - c(a \cdot b) \)
the normal director increment takes a form
\[ \Delta t = \overline{j}_0^{-1} \left[ v(t_0 \cdot t_0) - (t_0 \cdot v)t_0 \right] = \overline{j}_0^{-1} \left[ t_0 \cdot (v \times t_0) \right]. \]

Replacing \( t \) by \( t_0 + \Delta t \) in Equation (C.7), rearranging terms, applying the identities \( a \cdot (b \times c) = c \cdot (a \times b) = b \cdot (c \times a) \) and \( a \times b = -b \times a \), and omitting higher-order terms in \( u \), the bending strains can be expressed as
\[ \rho_{\alpha\beta} = -t_0 \cdot u_{\alpha\beta} + \overline{j}_0^{-1} \left[ \left( \varphi_{0,\alpha\beta} \times \varphi_{0,2} \right) \cdot u_1 + \left( \varphi_{0,1} \times \varphi_{0,\alpha\beta} \right) \cdot u_2 \right] \]
\[ + \overline{j}_0^{-1} \left( t_0 \cdot \varphi_{0,\alpha\beta} \right) \left[ \left( \varphi_{0,2} \times t_0 \right) \cdot u_1 + \left( t_0 \times \varphi_{0,1} \right) \cdot u_2 \right]. \]

(C.8)
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