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Abstract (human)

This study deals with design for Al/ML systems, more precisely in the indus-
trial Al context based on case studies from the factory automation field. It
therefore touches on core concepts from Human-Centered-Design (HCD), User
Experience (UX) and Human Computer Interaction (HCI) on one hand, as well
as concepts from Artificial Intelligence (Al), Machine Learning (ML) and the
impact of technology on the other. The case studies the research is based on
are within the industrial Al domain. However, the final outcomes, the findings,
solutions, artifacts and so forth, should be transferable to a wider spectrum of
domains. The study’s aim is to examine the role of designers in the age of Al
and the factors which are relevant, based on the hypothesis that current Al/ML
development lacks the human perspective, which means that there are pitfalls
and challenges that design can help resolve. The initial literature review re-
vealed that Al/ML are perceived as a new design material that calls for a new
design paradigm. Additional research based on qualitative case study research
was conducted to gain an overview of the relevant issues and challenges.
From this, 17 themes emerged, which together with explorative expert inter-
views and a structured literature review, were further analyzed to produce the
relevant HCD, UX and HCI themes. It became clear that designers need new
processes, methods, and tools in the age of Al/ML in combination with not only
design, but also data science and business expertise, which is why the pro-
posed solution in this PhD features process modules for design, data science
and business collaboration. There are seven process modules and their related
activities and dependencies that serve as guidelines for practitioners who want
to design intelligence. A unified framework for collecting use case exemplars
was created, based on a workshop with different practitioners and research-
ers from the area of Al/ML to support and enrich the process modules with
concrete projects examples.?

2. This abstract was written by a human who
set out to learn more about machines and their
underlying algorithms in order to change the
way they are developed.




Abstract (machine)

This study deals with design of Al/ML systems, which is the process of
designing systems that learn to respond to users. More precisely, the study
investigates design aspects of Al/ML systems in the industrial Al context based
on case studies from the factory automation field. It touches on concepts from
Human-Centered-Design (HCD), User Experience (UX) and Human Computer
Interaction (HCI), Artificial Intelligence (Al), Machine Learning (ML) and the
impact of technology in general. The goal is to find areas of convergence be-
tween the different schools of thought and look into this domain with a lens of
a future-oriented, creative mindset. The case studies the research is based on,
are within the industrial Al domain. Although, it expects to apply the findings
to a variety of other domains, given that Al development lacks the human
perspective; it is hoped that design can add a human nuance to Al development
that takes into account the pitfalls and challenges of current design. Thus, the
aim of the study is to examine the role of designers in the age of Al. Research-
ers read studies about Al and ML and realized that Al could change the way
we think about design. They decided this would be a good topic for further
research. They read previous studies on Al and ML and found that it called for
a new design paradigm. They decided they would read the available literature
on design and Al, data science, business, and HCI, and they would put their
thoughts and ideas together to create a structured argument about how de-
signing for Al differed from designing for other technologies. The researchers
reviewed literature on HCD, UX and HCI. They observed designs from the past
that worked, designs that did not work, and tried to understand why each one
was successful or unsuccessful in response to the human needs or not. They
compared traditional methods of research to newer methods. Through this
research, they identified themes and areas of opportunity in Human-Centered
Design, UX/HCI methods, Al/ML capabilities, and business strategy. They
found that Al/ML were a new design material. Designers needed new pro-
cesses, methods, and tools in the age of Al/ML in combination with not only
design, but also data science and business expertise. This PhD thesis presents
a methodology that draws on three different methods to teach machines the
minds and thinking of the organizations they will serve. The proposed method
is based on process modules that design both the data and the Al systems to
train it on. The goal is to give machines human-like decision-making skills, so
they can adapt to new situations and interact with people in more effective
ways. The three processes, design, data science, and business collaboration
are each linked by importance and dependencies as shown in the diagram
below. First, the design process creates sets of tasks for the data science pro-
cess to analyze. These tasks reflect organizational problems in the real world
and have been developed from previous research and experience. This process
also creates sets of training data for the data science process. By defining spe-
cific problems, it is limited what Al can do if it gets deployed without oversight.
When gathering data, gathering as much use case examples as possible as
shown in the table below is necessary. All these examples help machines make
more human-like decisions.®

3. This abstract was created by a machine -
namely GPT3 (OpenAl. Retrieved from https://
beta.openai.com/playground. (Accessed on
2022-11-21)) an Al model trained on text - it did
not have the same information as the human,
just a few prompts (see Appendix IIl. page 175).
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Outline of the Thesis

Broadly speaking, this thesis presents research on how Al and ML have
impacted design practice, and how design practice can and should have an
impact on Al and ML development. The human-centered aspect and perspec-
tive play a central role in this context and is the target audience from Design
Research, especially interested in paradigms related to and fostered by ‘new’
technology, or are design practitioners who would like to develop a deeper
understanding of Al and ML technology, its influence on design, its concepts
and development in practice.

This thesis is divided into five parts and ten chapters. Each part and chapter
builds up-on the previous and leads to the next. Nevertheless, it is possible to
jump to the Solution Space for readers interested in the results of this re-
search endeavor, while readers whose interest is the case study and research
process can start with the Problem Space and its related chapters. A short
description of each part and its chapters follows to guide to the reader where
to find particular content and information.

Part I. presents the Foundations of the thesis. Chapter 1. Introduction con-
tains four subsections. The | | Motivation and Purpose sections explain the ba-
sis of the research and the stance adopted by the researcher. This is followed
by alist of 1 2 Abbreviations used, later supplemented with a glossary also
explaining their meanings, to support the reader throughout the whole man-
uscript. The | .= Defnitions and Core Concepts section introduces and defines
the relevant terms and concepts used throughout the manuscript, with the
stance taken in the related and affiliated areas of design and Al/ML, and the
overarching themes, by defining and explaining how the researcher perceives
design and related practices. Finally the | 4 Problem Statement and Starting
Pointis what guided and informed many of the decisions made. Chapter 2.
Research Scope contains three subsections. First the 7 1 Reccarch Questions
that this thesis explores, and the underlying ~ ~ Propositions and Hypothesis
are described. The » = Cosls and Objectives inform the reader of the aims and
outcomes of the thesis.

Chapters 1 and 2 serve as the basis of the whole thesis and subsequent chap-
ters all contain reminders of these guiding principles. These chapters address
a wide spectrum of concepts and ideas from design, Al/ML, industrial contexts,
as well as case study/best practice sharing, the focus being further narrowed
down in subsequent parts and chapters. This broad approach also lays the
ground for detecting white spots and research gaps in the current research
discourse.

Part II. concerns the notion of Framing. Chapter 3. State of the Art
Research and Chapter 4. Research Approach narrow down the scope of the
thesis from two distinct perspectives. Chapter 3 provides an overview (3.1)
through a) a map of resources, relevant actors and their contributions, institu-
tions and artifacts in the design and Al/ML space, b) the new design paradigm
derived from those sources, and by ¢) mapping all this to the Al discourse.
With this information the 3.6 Research Gaps were identified that the thesis
addresses. A publication is related to this chapter, for further information see
(Heier, 2020). The Research Approach chapter outlines the methodological
choice (4.2) of the thesis. While this chapter refers back to the Definitions and
Core Concepts section (Chapter 1.3.2), the methodology of this thesis is framed
by critical and functional-referential-methodological Pragmatism informed by
Dewey's model of inquiry (1938) and Goldkuhl's investigations into knowledge
and action (2008, 2011), with the addition of postphenomenological aspects of
technological mediation provided by Verbeek (2006, 2011) and Ihde (2012). The
4.5 Methods section is closely related to the choice of methodology and framed
primarily by qualitative research, as well as 4.6 Multiple Case Study Research
as defined by Yin (2003). The 4.8 Research Tactics and Tools section informs
the reader of the data collection, analysis and synthesis approaches.

XiX




Part II. of the thesis provides the overall framework of the research, based on
the foundations from Part I. The State of the Art chapter identifies the research
gaps in design and Al/ML in the industrial Al context and the lack of case stud-
ies from this domain. The Research Approach chapter based on these gaps
explains the methodological choice suitable for this combination of boundary
objects. Both chapters lay the basis for the research described in Part Ill.

Part III. is related to the Problem Space in the design process. Chapter

5. Case Study Research presents three case studies from the industrial Al
domain at Siemens, dealing with the development of an Al/ML solution based
on time series forecasting, so-called predictive demand planning, at three
different factory sites, representing a convergent approach, exploring the case
studies to gain an overview of pitfalls and challenges from a broad spectrum
of different team roles and professions. 5.2 Case Study 01 (Meta-Sample) is
related to a factory in Erlangen and serves as the starting point, while 5.3 Case
Studies 02 and 03 (Beta-Samples) from factories in Karlsruhe and Berlin serve
as cross case validation sets. 17 themes emerged from that research which
can be grouped by their connection to general Al/ML challenges, project spe-
cific issues, as well as the design domain (5.4). Chapter 6. Expert and External
Input takes a divergent approach, to narrow down the design perspective and
align the findings to external concerns, though the responses from 6.2 Expert
Interviews and a 6.3 Structured Literature Review.

Part IlI. of the thesis has already contributed to the overall scientific and
research community with two publications. For further information see [Heier,
et al. 2020 / Heier, 2021]. The Problem Space opens up to discover relevant
themes related to the research within the thematic areas of design and Al/

ML in the industrial domain based on real world scenarios, as outlines in part
II. This allowed potential action areas be derived from that space to be de-
fined in preparations for the solutions part of this work. It became clear that a
system approach providing a holistic view of the issues and challenges found
while combining the design, data (science) and business perspective was most
promising.

Chapter 7. From Problem to Solution Space connects Parts Il and IV with a
7.2 Summary of Challenges for the Design of Al/ML Solutions based on the
insights and findings from the Problem Space and introduces Design Science
Research as an 7.3 Additional Methodological Angle to the overall methodolog-
ical components. It lays the ground for the transition to Solution Space.

Part IV concerns the Solution Space in the design process, following

the Design science Research and practice paradigm, which comes from the
intersection of the design and information science domains. It presents the
ideas and concepts underlying the design artifacts the Solution Space ought
to create. Chapter 8. Al Process Modules has two main areas: Build and
evaluate, and theorize and justify. Build and evaluate has subsections 8.2 Al &
Design Process Mapping, 8.3 Al & Design Process Modules and 8.4 Overview
of Al & Design Tools together presenting a design artifact that encompasses
the notion of a process map to support collaboration between design, data
(science) and business experts. Theorize and justify is concerned with testing
the outcome for an external case (8.5) in order to transfer the solution to a
wider spectrum than the industrial Al domain. This part of the Solution Space
aims to bridge a selection of the gaps from Chapter 3, Chapter 5, as well as
Chapter 6, presenting a convergent approach. A publication is related to this
chapter. For further information see (Moosbrugger, 2023). Chapter 9. Al Use
Case Framework is similarly divided into the two main areas of Design Science
Research and practice. Aspects dealing with build and evaluate have been
derived from organizing a 9.2 Workshop on: ‘Use Cases of Designing Al-en-
abled Interactive Systems’ at the HCI International 2021 conference, and the
related results. The purpose of this workshop was to include external expert
angles and bring together practitioners and researchers from various domains
to provide their design and Al/ML use cases to create a unified framework for
collecting and documenting them. This represents a more divergent approach,
focusing on the research gap concerning best practice sharing in the context

XX

of design & Al/ML. The section theorize and justify took the initial results and
mapped them to the provided use cases from the workshop to collect feedback
from the relevant practitioners (9.4) and reveal the solution based on this (9.5).
A publication is related to this chapter. For further information see (Moosbrug-
ger/Ntoa, 2022).

Part IV provides practical solutions and contributes to current research. It
relates to the practice-based nature of this PhD, while providing two artifacts.
One focuses on the overall development process of Al/ML infused systems,
addressing design, data science, business perspectives and ways of supporting
their collaboration through seven process modules (8.3). This offers guid-
ance to designers wishing to contribute to the development of Al/ML projects
through concrete activities, with their implications and the necessary tools for
the different modules. The second artifact is a framework for collecting and
documenting use cases supposed to supplement the process modules with
concrete example projects (9.5). It responds to a very operational gap - lack of
best practice sharing in Al/ML projects. By its nature, it stems from different
use cases with various domains and experts involved in the field of Al/ML,
which with more information and input, the more useful it could become. Both
artifacts provide a starting point, but also make room for further investiga-
tions.

Part V. is dedicated to Reflections & Results. While Chapter 10. Summary
and Conclusions guides the reader through the 10.1 Summary of Results of
this work. The 10.2 Main Arguments section summarizes the points made in
each chapter which contribute to the 10.3 Conclusion and Discussion section
for the implications of this research for its various audiences, which leads to
the 10.4 Outlook section that suggests activities for future research and collab-
oration in the area of design & Al beyond the remit of this thesis.

XXi




Part I. Foundations

Chapter 1. Introduction

1.1 Motivation and Purpose

“The term ‘industrial designer’ originated in the U.S. Patent Office in 1913 as a
synonym for the then-current term ‘art in industry’. In 1927 Macy's department
store in New York City held a well-attended Exposition of Art in Trade, which
featured ‘modern products’ many of them from the 1925 International Exposi-
tion of Modern Decorative and Industrial Arts in Paris. Public and manufacturer
demand for these new Art Deco’ styles immediately surged, and a number

of design professionals (including architects, package designers and stage
designers) began for the first time to focus their creative efforts on mass-pro-
duced products. These professionals adopted the title of ‘industrial designer’.”

Technology does and has always influenced the work of designers. Industrial
design, for example, has its origins in the Industrial Revolution. The change in
the way humans made objects, also changed the way they were able to buy
and consume products. For the industrial design professional, this meant the
change from a small amount of hand-crafted items to a mass-produced prod-
uct market. This, in turn, influenced the overall design process, methods and
tools. At the start of this turn towards machine-made objects, designers pri-
marily dealt with aspects of style and aesthetics, but since in the age of mass
production, the physical appearance of an object distinguished it from that of
competitors. Later on, collaboration with engineers, ergonomics, safety, ease
of use, maintenance and manufacture were taken into consideration, again
changing the overall design approach. Names such as Henry Dreyfuss, Dieter
Rams, Charles and Ray Eames are notable in that regard for shaping the ideas
and best practices of the designers of that era.

Today, in the digital age, products and services disappear in an online world. In
the past, the role of an industrial designer shifted from making products and
physical objects look nice, to focusing on function and the overall manufactur-
ing process. Nowadays, designers have to take into consideration the whole
design experience of their customers and their needs. Service Design, User
Interface Design (Ul), , Web Design to mention a
few concepts emerged from these new needs related to the internet, mobile
technologies and applications to give shape to shapeless objects. “While inter-
action design is a wholly new discipline, visual and industrial design are older,
pre-existing fields that have been wholly transformed by digital technology.”
(Goodwin, 2009, Foreword)® Aspects of and
the integration of user-specific needs play a central role in the rise of the new
fields of design, which again influences the designers’ approaches, processes
and tools.

The next technology revolution already influencing the design profession is
Artificial Intelligence and the sub fields of Machine and Deep Learning. This
thesis aims to shed light on the influence of this technology on design and
designers - and the other way around, how design can play a key role in the
development of Al systems. Do designers have to change their approaches,
development processes and tools again? Focus on the field of industrial Al
seems promising, because that area is missing a human-centered approach,
which implies a lot of potential.® This thesis aims to identify challenges and
research gaps to define new methods and tools for designers, in the area of
industrial Al. To create a foundation for the profession to have an impact in the
age of digital transformation. Design needs to prepare for the new challenges
ahead and so catch up with the ‘Temple of Technology’, as John Maeda put it in
the preface.

4. Industrial Designers Society of America
(IDSA) Records. Retrieved from https://library.
syr.edu/digital/guides/i/idsa.htm (Accessed
on 2022-11-21)

describes the process of defining
all aspects of an experience of a user when
interacting with a digital product or service.
Decisions in UX design are driven by research,
data analysis, testing and evaluation. UX
design includes aspects, such as usability, use-
fulness, desirability, performance and overall
interaction with a company.

5. Goodwin, Kim, “Designing for the Digital Age:
How to Create Human-Centered Products and
Services”, Wiley Publishing, 2009.

is related to research and design that
focuses on the interfaces between humans and
computers. HCI practitioners observe humans
and how they interact with computers and as
a result, design technological solutions that
allow humans to interact with computers in in-
tuitive and, at the same time, innovative ways.
It is situated at the intersection of computer
science, behavioral sciences, design, media
studies, and several other fields of research.

6. Ngoc, Hien Nguyen, et al. "Human-centred
design in industry 4.0: case study review and
opportunities for future research”, Journal of
Intelligent Manufacturing, Vol. 33, pp. 35-76,
2022.



7. Krippendorff, Klaus, “On the Essential
Contexts of Artifacts or on the Proposition that
‘Design is Making Sense (of Things)", Design
Issues 5, No. 2, pp. 9-38, 1989.

8. Schneider, Beat, "Design - Eine Ein-
fuhrung. Entwurf im sozialen, kulturellen
und wirtschaftlichen Kontext”, Birkhauser (2.
Edition), 2008.

9. Birdek, Bernhard, “Geschichte, Theorie und
Praxis der Produktgestaltung”, Birkhauser
Verlag (4. Edition), 2015.

1.2 Abbreviations

HCD Human-Centered-Design

UX User eXperience Design

HCI Human-Computer-Interaction
Al Artificial Intelligence

IA Intelligent Augmentation

ANI Artificial Narrow Intelligence
XAl eXplainable Al

HCAI Human-Centered-Al

ML Machine Learning

iML interactive Machine Learning
DL Deep Learning

PoC Proof of Concept

MVP Minimum Viable Product
CRISP DM CRoss-Industry Standard Process for Data Mining

1.3 Definitions and Core Concepts

This part of the thesis deals in detail with the two main features, design and
Al. Each already contains important aspects, definitions, meanings and scope
for action which need to be described so that for the given research work can
be positioned with them. This is the foundation upon which all further obser-
vations and conclusions in the following chapters are based on to inform the
reader about the core concepts this work builds upon. For design this means
looking into origins and development over time to understand what changed
and what is relevant for the profession today and in the future, to explain how
design is understood and defined in the context of this thesis as well as the
concept of the design principles and design processes relevant in the practical
part of this PhD. Lastly, the area of Design Research and the implications for
the theoretical foundations of the research process. Going on to the area of Al,
a short historical overview illustrates the factors that influence the Al profes-
sion, then an outline of aspects of Machine and Deep Learning, how they relate
to each other, and Al in general, and how terms will be used throughout the
thesis. This is followed by a short paragraph on technical input and terminolo-
gy to provide basic knowledge of ML concepts and methods. Both sections also
provide some explanatory side notes to further define certain words or aspects
of a topic, namely Critical Theory, artifacts as outcomes, Design Thinking, de-
sign process mapping, Al and creativity, Al and (human) intelligence.

1.3.1 Design Theory

1.3.1.1 Origin and history of design

Fundamentally, design means making, actively shaping, creating with a pur-
pose - one could say purposeful creation. As Klaus Krippendorff expressed

it “The etymology of design goes back to the Latin de + signare and means
making something, distinguishing it by a sign, giving it significance, designat-
ing its relation to other things, owners, users, or gods. Based on this original
meaning, one could say: Design is making sense (of things)." (Krippendorff,
1989, p.9)’

The early designers were craftsmen/women; they dealt with form, style and
the appearance of objects, back in the days hand made things. That was their
core competence. With the rise of the Industrial Revolution this perspective
changed. Hand made things became the machine-made things imagined by de-
signers.® Still, in the end, the design creation was represented in and related to
a physical object, but with different constraints and produced on a larger scale.
Designers had to learn the art and process of craftsmanship, but they also had
to acquire the skills necessary to understand and address the manufacturing
processes. An even bigger development in the design paradigm was the digital
age.” Whereas “In the early days of industrial design, the work was primarily
focused upon physical products. Today, however, designers work on organiza-
tional structure and social problems, on interaction, service, and experience

design. Many problems involve complex social and political issues. As a result,
designers have become applied behavioral scientists, ...” (Norman, 2010, p.92)"°
In addition to focusing on solutions other than physical objects, every change
in the design profession related mainly to technological advances, meant that
parameters of involved stakeholders also increased. In the beginning, design-
ers had to deal mostly with their clients, later on with people involved in the
manufacturing process as well, such as engineers, or business people, and
today, with an even more complex stakeholder network of legal and com-
pliance, marketing, sales, management to name a few. The skills needed to
perform in this environment are equally complex. As Norman continues: .. we
need a new breed of designers. This new breed must know about science and
technology, about people and society, about appropriate methods of validation
of concepts and proposals.” (ibid., p.95) The core competence of designers is
no longer about and focused on physical objects, but on a network of different
actors. “.. It is a move toward human-centeredness, the acknowledgment that
meaning matters. This is the core of the semantic turn.” (Krippendorff, 2006,
p.13)" The newly acquired core competence of design is - at least within the
scope of action - focuses on people. This implies gaining knowledge and skills
in many different areas, but without becoming an expert. This approach is still
in its development stage, devising new methods and tools.'? As Dieter Rams
puts it: “We know how important it is to make devices even more intelligible,
even more useful, even more durable, even more human. We know that the
opportunities for concrete, user-oriented design are not yet exhausted!” (Rams,
2021, p.38)" Another concern within the remit of designers in the many differ-
ent areas of expertise in other domains is the challenge of differentiation and
making design propositions unique. “If design does not want to disappear into
insignificance, then it must clarify its role/function and formulate it much more
radically than before.” (Jonas, 2011, p.10)'* In the end, design is everything and
everything is designed. Is that the end of design as a profession then? This
PhD thesis does not set out to answer this question, but to reveal the great
potential of design and designers within the ability to adapt to new challenges,
especially in the current volatile and unpredictable economic and environmen-
tal circumstances.

1.3.1.2 The attempt at a definition

Design is difficult to define. “People outside of design professions have diffi-
culty drawing the line, and there are so many philosophies and assumptions
attached to it that even designers seldom agree on exactly what ‘design’is.”
(Goodwin, 2009, p.3) Design is innovative, but it's not innovation, design is
creative, but it's not creativity. This is an attempt to offer a workable definition
of design that works for this PhD thesis. Languages, such as German and
English, have different connotations of the word design. In English, design is
universal more related to the original meaning given by Klaus Krippendorff,
whereas in German, design and designers are perceived as giving shape and
form to a physical object - look and feel - or more recently, a digital interface.
Besides language and culture, the factors mentioned above also play a role,
since by nature, design is fluid, changeable and adaptable to new circumstanc-
es, hence the difficulty in finding a definition of design universally accepted and
agreed on. As Erik Mattie put it in an interview with Dieter Rams, “The world
changes and our thinking about design changes along with it. ... Good design
is definable, but the definition is not static.” (Mattie, 2017, p.80)'® This is why
there are service designers, user experience designers, interface designers,
graphic designers, industrial designers... all with a different area of expertise
and scope of activities. Is there a common thread, or do all these domains need
their own definitions of design? The answer is complex or at least pluralistic
and outside the focus of this thesis. However, one common thread that appears
to run through all the above professions is the aim to “..prefigure something
that doesn't yet exist. ... seeking about to bring change...” (Willis, 2019, p.11)'¢
Instead of looking for a definition of core competencies, about tasks or nec-
essary skills, why not define design as change itself? As Dieter Rams put it,

“Designers should always have the ambition to change the world for the better;

it cannot happen by itself. In those days we had been challenged by the aus-
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terity of the post-War years. Today's big challenges are to protect our natural
environment and to overcome thoughtless consumerism.” (Rams, 2021, p.44)

If a definition of design is so hard to find, why not align it to a purpose? Design
equals change. This change refers to the design profession, designers changed
their practice as new circumstances presented themselves, over time as stated
above, but their aim is also to bring change, design the change, embrace the
change, be the change. This comes with a lot of responsibilities and also has
critical'” and ethical components attached to it. Dieter Rams already referred
to the consumerism designers are linked to when part of a workforce creating
more products and services. But this can also be turned around by having a
positive impact on the decisions made regarding those products and services.
If change is the core competence of designers, they can choose to influence
ethical and sustainable goals.

1.3.1.3 Design and technology

When dealing with design it is important to clarify its relationship to technol-
ogy by looking into the origin of the term. “The term ‘techné’ originates from
ancient Greek and still shapes the understanding of art, science and technolo-
gy in Western philosophy. Techné’ does not distinguish between art and tech-
nology, but can be approximately described with the keywords ability, artistry,
craftsmanship and practice.” ¢

In their basic origins, both terms were used in tandem - craft and technology -
showing their strongly connections with each other. They were even perceived
as inferior to science and logic, as Friedrich Rapp suggests it his book about

a philosophy of technology: “In antiquity and the Middle Ages, technology was
considered to be a mere craft, neither capable nor worth theoretical study.
Compared with the ideal of theoretical arguments, logical deductions and
general laws, craft and technical skills, as well as the practical execution of
technical actions were regarded rather as an object of inferior rank. Until the
beginning of the Industrial Revolution, ...." (Rapp, 1994, Foreword)'

The Industrial Revolution changed this relationship between art, craft - in-
cluding design - and technology. The terms became separated. “Thus, what

in antiquity belonged inseparably together was attempted to be separated as
strictly as possible in the following centuries.” " Technology had elevated itself
to the level of science and logic and so became superior to the arts, craft and
therefore design. “Conventionally, technology is seen as over-arching design -
a technology is developed, the designers come along later - to encase it, style
it, give it user interfaces and a ‘look-and-feel’ package, and to promote it. Such
a characterisation only holds from the internal perspective of commercial de-
sign practice, and even within that circumscribed domain, this is an increasing-
ly outmoded version of what design is becoming. More fundamentally, design
and technology cannot be separated; technology is designed, and technology
designs.” (Willis, 2019, p.181) Anne-Marie Willis makes an important point
here, besides her call for the two streams to reconnect - each influencing the
other - she also sees their separation as rooted in an old fashioned view of the
competencies and purpose of design which no longer exist. Her statements go
further to suggest today's challenges call for a change in the perception of this
superior and separate relationship. “.. combined with climate change, species
extinction, rampant consumerism, increasing immersion in IT, skills obsolesc-
ing at faster rates, the end of job security, the prospect of genetically designed
populations, artificial intelligence that might outsmart us or maybe already
has, such a list of unsettling current and emergent factors and forces goes on.
In attempting to evoke this complexity of what needs to be thought now, there
is no correct place to begin and every concern mentioned connects almost
every other.” (ibid., p.251) Dieter Rams has a similar view on the detachment
from design and technology, he says “Technological development is always
offering new opportunities for innovative design. But innovative design always
develops in tandem with innovative technology, and can never be an end in
jtself.” (Rams, 2021, p.94) The call to reconnect both terms and practices can
also be understood as the motivation for the given work on design for Al.

Positioning

Design is influenced by technological advances. Design has evolved from
shaping the appearance and meaning of objects, to focusing on digital artifacts
and human-focused experiences and implies the emergence of new design
practices, which suggest Al technology may again disrupt the design profes-
sion. Given the research area of design for Al, a definition of design as a driver
for change is a great fit, and therefore serves a basic purpose. The human
focus and the exploration of the Problem Space, as well as the definition of the
problem, are the overarching, relevant design superpowers (principles).

Artifacts as design outcomes

This thesis refers to artifacts as design outcomes with the fundamental defini-
tion of the term arte - by skill - and factum - something made. This definition
enables a variety of representations of design practice, ranging from man
made things, such as tools (physical objects), to research outcomes (knowl-
edge). This understanding also conveys multiple meanings: symbolic, com-
mercial or otherwise (Latour, 2008)%. This lays the foundations for a design
outcome that is a perception of design not primarily focused on physical ob-
jects, as Klaus Krippendorff puts it: “Design has to shift gears from shaping the
appearance of mechanical products that industry is equipped to manufacture
to conceptualizing artifacts, material or social, that have a chance of meaning
something to their users, that aid larger communities, and that support a soci-
ety that is in the process of reconstructing itself in unprecedented ways and at
record speed.” (Krippendorff, 2006, Introduction)

1.3.2 Design Research

This thesis relates to Design Research. Current standards in research often-
times originate from scientific approaches and paradigms, but Design Research
does not equate to scientific research, “.. design as research is not the same
as science as research. ..., design research and scientific research convergent
at times - especially in the research on materials and statistical analyses - but
they diverge just often.” (Lunenfeld, 2003, p.13)?' Aspects of knowledge that
use and produce activities, theoretical, as well as practical stances, are not
equally supported by scientific frameworks. “The purely analytical models of
science that we have been using will only get us so far: in the face of such an
immensely complex area as design, only experimental methods can bring the
clarity and understanding we are seeking.” (Dorst, 2008, p.11)? Design Re-
search does not fit typical approaches, as “.., many researchers in the design
world have been realising that design practice does indeed have its own strong
and appropriate intellectual culture, and that we must avoid swamping our
design research with different cultures imported either from the science or the
arts.” (Cross, 2001, p.55)% While this represents the design perspective of this
issue, the scientific perspective is concerned with the validity of the current
Design Research approaches, as Luke Feast puts it: “.. the rigor and robust-
ness of practice-based doctorates has become the subject of significant debate
and an important topic of major international conferences and publications.”
(Feats/Melles, 2010, p.1)* Both perspectives show that Design Research is not
yet finally established and is a research area still in its identification stage.

1.3.2.1 Different attempts of Design Research

Some attempts have been made to create a basis for Design Research that
would be acceptable as scientific approaches. Two are illustrated in more de-
tail: the Science of Design, and the three types of Design Research proposed by
Christopher Frayling. The first concept concerns the positioning of design and
related research close to the natural sciences, whereas the latter proposes the
outcome of the research as the research rationale.
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1.3.2.2 Science of Design

Herbert A. Simon and Armand Hatchuel are proponents of the Science of
Design. “In the 1960's and 70's, at the moment that design research was first
formulated as a separate and worthwhile pursuit, the aim was to create a true
Science of Design that would be on a par with the Natural Sciences. ... Through
their (Simon/Hatchuel) logical analyses they were seeking to create a deep,
underlying shared body of work that through its coherence would be the
bedrock for more ‘applied’ (practice-oriented) knowledge, and that through its
depth and rigour would demand recognition as an equal to the ‘hard’ academic
disciplines.” (Dorst, 2016, p.1)%

Whereas Herbert A. Simon? initiated this attempt, strongly relating his Science
of Design towards bounded rationality and problem solving, Armand Hatchuel
criticized the orientation towards problem solving and advocated expandable
rationality. "Herbert Simon opened the way towards a major improvement in
the economic and social sciences. Not only by criticizing perfect choice theory,
but also by understanding the necessity to build Design as a Science and a the-
ory. However, he was convinced that Design and creativity was just a special
case of problem solving. If there is no doubt that problem solving is part of a
design process, yet it is not the whole process.” (Hatchuel, 2001, p.270)7

Their activities remained an attempt, never accepted by Design Research prac-
titioners as, in the words of Kees Dorst: “Perhaps the early idealism in design
research to strive for the creation of a ‘Science of Design’' was more based on
the eagerness to fit into the mould of the sciences than based on confidence in
the designers and designing disciplines themselves.” (Dorst, 2016, p.9) Another
aspect that might have a role within that context was that the other sciences
themselves became less static and rigorous related to postmodern influences.

1.3.2.3 Three types of Design Research

Christopher Frayling's 1993 research paper at the Royal College of Arts con-
tributed to the discourse on Design Research and resonated with the research
community. He perceives the fundamental meaning of research as searching.
He writes: “.. search involves care, and it involves looking for something which
is not defined in advance... It isn't about professionalism, or rules and guide-
lines, or laboratories. It's about searching.” (Frayling, 1993, p.1)® He makes
the point that current Design Research paradigms are detached from design
practice, which, in his view, is problematic. He proposes three different types
of Design Research in relation to the research outcome (practice), namely 1.)
“Research into art and design” e.g. historical research on figures and their
practice, 2.) “Research through art and design™ development projects/work,
and 3.) "Research for art and design”: embodied in the artefact (ibid., p.5).

Whereas ‘Research FOR Design’ is related to research to enable design: e.g.
Action Research proposed by Bruce Archer (19812,1995%) / Design oriented
research proposes by Daniel Fallman (2007°%', 2008%2)

‘Research THROUGH Design’ is creating knowledge through practice: e.g.
Reflection on action proposed by Wolfgang Jonas (2012%, 2018%, 2022%) /
Research through design proposed by John Zimmerman (2008%)

‘Research ABOUT Design’ is conducted to understand design and designers:
e.g. Design inquiry proposed by Richard Buchanan (2001%, 2007%)

These two examples are part of the continuum of attempts to define and
position Design Research in the (scientific) research community. So far, there
has been no final answer and agreement on the Design Research position.
Currently, Design Research is detached from design practice, the field is in
disarray, current attempts seem too focused on scientific paradigms and not
on the future.”® “Design needs to develop its own experimental methods. They
should be simple and quick, looking for large phenomena and conditions that
are ‘good enough’. But they must still be sensitive to statistical variability and
experimental biases. These methods do not exist: we need some sympathetic
statisticians to work with designers to develop these new, appropriate meth-
ods.” (Norman, 2010, p.93)

Positioning

There are many different ways to carry out Design Research. Current Design
Research does not provide a commonly used methodological framework. Fun-
damentally, “.., the goal of any 'scholarly or scientific investigation or inquiry’
should be to yield more valuable knowledge than you started with.” (Moon,
2003, p.225)¥ The different approaches have in common that they embrace
experimentation and exploration. Their intention is not to “resolve them into

a monolithic Science of Design, but advancing the discussion in this dynami-
cally shifting set of relations” according to Keith Dorst. He continues: “Design
research should be forward-looking, seeking to future-proof tools and practic-
es in a world that is changing so quickly that the value of ‘best practices’ (as
examples of what worked in the past) is actually rather questionable” (Dorst,
2016, p.5) To support the current achievements in Design Research, reducing
the distance between research and practice is valuable, therefore a research
set up that is based on best practice insights and knowledge producing activ-
ities, while making it possible to combine analytical as well as practice-based
research paradigms is desirable.

1.3.3 Design Practice

1.3.3.1 Design principles

To be able to transfer the concepts and ideas of design from a theoretical point
of view to a practical point of view design principles are a valuable tool. Design
principles are a means to an end to guide designers from theoretical concepts
towards practical implications. They are the foundation elements that frame
design practice. They provide support by being able to evaluate the outcomes
of good design practice. The principles of are as
follows:

“The design is based upon an explicit understanding of users, tasks and envi-
ronments;

Users are involved throughout design and development;

The design is driven and refined by user-centred evaluation;

The process s iterative;

The design addresses the whole user experience;

The design team includes multidisciplinary skills and perspectives”
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describes an approach for solving
problems and providing solutions in process,
product, service and system design, manage-
ment, and engineering. It provides frameworks,
design principles and activities that create
solutions to problems that come from consid-
ering and integrating the human perspective
into all the steps of the development process.
Human-Centered-Design contains methods
and concepts from numerous fields such as
engineering, psychology, anthropology and
the arts.
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Design principles have different levels of detail, orientations and action. The
focus above is clearly on users and their impact and involvement in design
activities. To address best practice advice for design in the age of Al, design
principles can be a valuable artifact, therefore these conceptions are men-
tioned here.

1.3.3.2 Design processes

Design processes are another way of supporting design practice. Similar to
design principles, they offer concrete advice for best practice. The Industrial
Revolution was the main driver of the development of design processes, since
".. the development of technology separated the designer from the production
process. Production activities were stretched and divided into distinct areas, or
processes.” (Design Council, 2007, p.4)*!

The development of design processes was driven by Bauhaus, together with
HfG Ulm, in the early 20th century. “The exploration of the design process be-
gan to be taken seriously in the work of the Bauhaus in the early 20th century,
where attitudes to design were radically changed, specifically in industrial
design.” (ibid., p.5) The goal was not only to provide guidance for designers,
but also to standardize design methods in practice. Bruce Archer was one of
the guiding lights in developing the formal parameters of the design process.
“With the emergence of design methods came the mapping of the design
process, generating models, formulae and diagrams that aimed to illustrate
best practice. In the early days of formalising the design process (the 1960s),
it often took on a linear format and featured a series of arrows and boxes,..."
(ibid., p.5) Sequences relating to the analysis, evaluation and synthesis were in-
corporated into the process models, that is activities appropriated to the genre
of science, which caused debate from both designers and scientists. Further-
more, the linear approach was criticized and new process models with loops
and iterations were added. As the field of design expanded further, focus on
the human-centered aspects became more relevant and were illustrated in the
design process. “Given that the role of the designer had become more widely
acknowledged, it grew and stretched, crossing boundaries of social science,
marketing and branding.... One key result of this was the increased awareness
of the user,...” (ibid., p.7) Different Human-Centered-Design processes became
available.*2%

A final comment concludes this section, that is, the difficulty of standardizing a
process that is iterative and not linear by nature, such as the design process.
“In addition, real life, with its changing market conditions and customer pref-
erences, is much more dynamic, chaotic and fuzzy than any standard model
can fully accommodate and often, stages of the design process overlap.” (Best,
2006, p.114)% Any attempt to create a process model very much depends on
the target audience, or a point of view and represents just one possible way of
visualizing among many.

The Design Council's framework for innovation - the so-called double diamond
process model*® - visually represents a very clear and comprehensive design
process model (see Fig.1.1). Since its launch in 2004, it has become world-re-
nowned with millions of references. It was derived from a team at the Design
Council who took a series of reviews of recent projects related to science and
technology, business, but also social challenges to create a process model
that would be applicable in any field of design activity. The team also looked
into the works of Herbert Simon, Thomas Marcus, Thomas W. Maver, Bela H.
Banathy, Barry Boehm, Paul Souza and Nigel Cross who had already suggest-
ed divergent and convergent phases, as well as cycles and iterative structures.
In 2019 additional aspects and resources were added to the double diamond.
Four design principles and a ‘methods bank’ now supplement the process
model. The cultural aspects of leadership and engagement, provide a frame-
work for the overall design activities, were added.

Engagement

Challenge g Outcome

Leadership

Figure 1.1: Double Diamond process model

Design Thinking

Another recent development in the area of design is Design Thinking. “Design
thinking is a human-centered approach to innovation that draws from the
designer’s toolKit to integrate the needs of people, the possibilities of technol-
ogy, and the requirements for business success.” - Tim Brown, Executive Chair
of IDEO (2008, p.84)% The concept came from Stanford University professor,
Larry Leifer, who studied the approaches of engineers and designers to solving
problems. He realized that designers spend a lot of time properly examining to
understand the problem. When they focused on possible solutions, they gen-
erated many different ideas, tested them out with users to come up with a final
solution which was often very innovative; engineers, on the other hand found
the solutions very quickly and put all their efforts into a single result.

Human-Centered-Design and Design Thinking process models are differ-

ent, but contain similar steps, and are both overall iterative. They deal with
Problem and Solution Spaces, as well as convergent and divergent phases

in similar ways. The main difference between the two approaches is their
objectives. The goal of Human-Centered-Design is to ensure high usability
and positive user experience of a product. Design Thinking, on the other hand,
aims to develop innovative and creative solutions to complex problems to find
a solution that satisfies the needs of the user, while being technically feasible
and economical.

(Design) Process Mapping

A process map is a visual representation of the process data to guide the
observer through the process workflow. It provides an overview of the differ-
ent steps which are needed to complete a specific task. Process maps have
different levels. Each lever represents a higher or deeper level of granularity/
detail to answer different questions users of the map might have. In general,
“Process maps are to help them understand design processes in general, and
guide them through first design projects. Design process models must be
easy to understand and easy to follow for educational purposes, which means
they are not all-embracingly valid for any potential case.” (Bobbe et al., 2016,
p.1206) Process models are therefore not static; they depend on the percep-
tion and interpretation of the observer. Mapping itself is a design tool with
design specific notations, an overall support for visualizing thinking styles to
foster and support communication. “This concept is rooted in an understanding
of mapping as a design tool. Maps don't merely inform, they propose. They
don't offer a neutral representation of reality; they construct reality in a partic-
ular way..., when it comes to communication, mapping can play an active role
in the presentation of a design. Mapping becomes a device for communication,
orchestrating a particular way of presenting a project.” (Paez, 2019, p.9)*
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1.3.4 Artificial Intelligence

1.3.4.1 History and definition of the term Al and related activities

The starting point for scientific research on and with Artificial Intelligence

as a newly defined field of work is a conference at the Dartmouth College in
Hanover, New Hampshire. John McCarthy, Marvin Minsky, Nathaniel Rochester
and Claude Shannon organized the ‘Dartmouth Summer Research Project on
Artificial Intelligence’ in 1956.% This was actually the first time the term Al was
used. They announced seven topics for the conference on Artificial Intelli-
gence, one of which was (No 7) “Randomness and creativity” (McCarthy et
al.,1955). The founders became the drivers of and contributors to many other
projects and research efforts related to the topic. It still needed six decades
and a couple of Al summers and winters® later, before Al arrived for use in
mainstream applications and was no longer primarily and purely a scientific
area. The difference today compared to the 1950's is that a huge amount of
data is available, partly because of the internet, but also computers now have
the power and ability to operate ML algorithms, not a given in 1956. “Before
1949, computers lacked a key prerequisite for intelligence: they couldn't store
commands, only execute them. In other words, computers could be told what
to do but couldn’t remember what they did. Second, computing was extremely
expensive.” (Anyoha, 2017) Herbert Simon, Allen Newell and John Shaw were
the creators in 1955-56 of a program called the ‘Logic Theorist’®' designed to
simulate the problem-solving skills of a human being by proving mathematical
theorems and even proposed new solutions to some of the given 52 listed in
‘Principia Mathematica'. They presented their ideas at the ‘Dartmouth Summer
Research Project on Artificial Intelligence’. From 1957 to 1974, the field of Al
research underwent its first hype. 'ELIZA™ from Joseph Weizenbaum and the
‘General Problem Solver™? again from Newell and Simon, were two very prom-
ising solutions to demonstrate algorithms capable of problem-solving and nat-
ural language processing (NLP). The scientific community was very optimistic
about creating a machine able to mimic general intelligence comparable with
human intelligence. This raised high expectations. The computers at that time
could not process and store the information needed to perform such complex
algorithms - the main reason why the expectations couldn’t be met. Funding
decreased as did activities for the next ten years. Al begin to flourish again

in the 1980s after Edward Feigenbaums' ‘expert systems'®, John Hopfield'
'Hopfield network'®® and Geoffrey Hinton along with colleagues David Rumel-
hart and Ronald Williams's introduction of ‘Deep Learning’ back propagation
training algorithms.% These activities were again accompanied by renewed
efforts to improve computer performance. But the field still was unable to keep
the promises made and funding and public attention again dwindled. However,
the scientific community kept on going. In the 1990s and 2000s the greatest
achievements were made without further public attention. In 1997, IBM's Deep
Blue®, a chess playing computer program, defeated the human world cham-
pion, Gary Kasparov. Chinese Go champion, Ke Jie, lost to Google's AlphaGo®®
in 2016. The disappearance of the limiting factor of computer storage and the
availability of data made these more recent achievements possible.

Al and creativity

Creativity was one of the topics of the Dartmouth conference back in 1956,
showing that the scientific community related to Al research’s interest in

the attempts to develop creative machines. Al and creativity often foster the
discussion of whether a machine can be creative at all, mainly due to the
perception that creativity is a human trait and a core competence of artists,
designers and the like. Margaret Boden wrote 1998: “It is grounded in everyday
capacities such as the association of ideas, reminding, perception, analogical
thinking, searching a structured problem-space, and reflective self-criticism. It
involves not only a cognitive dimension (the generation of new ideas) but also
motivation and emotion, and is closely linked to cultural context and person-
ality factors. Current Al models of creativity focus primarily on the cognitive
dimension.” (Boden, 1998, p.347)¥ While her observations might still be valid
today, in the meantime, ‘Edmond de Belamy™® an Al generated portrait was
sold for USD 432,000 at Christie’s auction house in 2018 and just recently, in

2022, an Al generated picture won an art prize. The algorithms might not have
had the intention of creating pieces of art, but in the eye of the observer, they
did. Associating these developments with creativity is an even further stretch,
but it is not the intention of this thesis to finally assess the ability of Al sys-
tems. However, the objective it to raise awareness of the recent achievements
of Al and ML based systems, even in the domain of creativity.

1.3.4.2 An attempt at a definition

John McCarthy, who invented the term Artificial Intelligence in 1955, defines it
as follows: “It is the science and engineering of making intelligent machines,
especially intelligent computer programs. It is related to the similar task of us-
ing computers to understand human intelligence, but Al does not have to con-
fine itself to methods that are biologically observable.” (McCarthy, 2007, p.2)*’
McCarthy's statement implies, machines, as well as computer programs do
relate to human intelligence, but are not like human intelligence. This definition
indirectly implies an agreed perception of human-like intelligence is necessary,
to compare the two directions referred to. There are many different definitions
of intelligence, each accompanied by different views of how humans learn.
Definition of Artificial Intelligence based on levels of intelligence is multiple
and depend on who is asked, making it very hard to judge whether a machine
or a computer program can be defined as intelligent. This means the term

Al can be used in ways that create high and incorrect expectations of it, that
misrepresent current achievements, and also unfulfilled promises. Machines
or computer programs that use methods from computer science, mathematics
and statistics and that learn to solve data-based problem(s) or specific task(s)
which frame Artificial Intelligence in a way that avoids making links to intelli-
gence are more suitable. Furthermore, the field of Al can be divided into three
types of Al, contributing to the understanding of the levels of its problem-solv-
ing abilities, which also helps to define the term and related classes better.

Weak Al - also called Narrow Al or Artificial Narrow Intelligence (ANI) - is Al
trained and focused to perform specific tasks. Subfields of weak Al frequently
mentioned in conjunction with this type of Al are Machine Learning and Deep
Learning.

Strong Al - Artificial general intelligence (AGI), or general Al, is a theoretical
form of Al where a machine would have an intelligence equal to humans; it
would have a self-aware consciousness with the ability to solve problems,
learn, and plan for the future.

Artificial Super Intelligence (ASI) - also known as super intelligence - would
surpass the intelligence and ability of the human brain.

Al and (human) intelligence

A Machine Learning algorithm can learn from data to solve problems and
achieve goals in a specific context in an accurate and consistent manner, but is
not intelligent, even if the definition of intelligence implies the ability to learn
and perform suitable technigues to solve problems and achieve goals in an
appropriate manner based on a specific context which can later be transferred
to a new context. The intelligence implicit in this definition always makes
reference to human intelligence, either as equal, superior or inferior.? There
are some interesting aspects and debates related to this notion. One relates

to the human embodiment and the possibility of experiencing life in all its
senses; human intelligence can therefore never be perceived as pure cogni-
tion. Any attempt to create an intelligent computer program in human terms
of intelligence is therefore beyond reach. Second, from a philosophical point of
view “.., human intelligence is in itself always artificial, as it engenders novel
dimensions of cognition. Conversely, the design of artificial intelligence is still a
product of the human intellect and therefore a form of its augmentation.” (Pas-
quinelli, 2015, p.11)% The area of Al and the goal of machine intelligence needs
a completely new definition of intelligence, one we can currently not even

61. McCarthy, John, “What is Artificial Intelli-
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http://jmc.stanford.edu/articles/whatisai/
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are models that mim-
ic the structure and/or function of biological
neural networks. They use layers of intercon-
nected units to learn and derive weights based
on observed data. As data input changes,
neural networks are able to adjust and learn
new weights, suitable for unstructured and un-
labeled data. There are hundreds of algorithms
and variations for all types of problems.

65. Riedl, Mark, "Human-Centered Artificial
Intelligence and Machine Learning”, Human
Behavior and Emerging Technologies, Vol. 1,
pp. 1-8, 2019.

An can be defined as a precise step
by step guide for a system to identify which
problem to solve. ML algorithms differ from
regular heuristic-based algorithms since the
data itself creates the model. Much of the
system'’s final behavior, the actual way to solve
the problem, emerges through learning from
data and experience over time. The choice of
algorithm depends primarily on the type of
problem and type of input data, and second, on
the choice of accuracy and performance levels.

b6. Goodfellow, lan, J., et al., “Generative
Adversarial Networks", NeurlPS Proceedings
- Advances in Neural Information Processing
Systems 27, pp.1-9, 2014.

Al

DL

imagine. “.., we would do better to allow that in our universe ‘thinking' is much
more diverse, even alien, than our own particular case. The real philosophical
lessons of Al will have less to do with humans teaching machines how to think
than with machines teaching humans a fuller and truer range of what thinking
can be.” (Bratton, 2015, p.72)%

1.3.5 Machine Learning and Deep Learning

© Artificial Intelligence

Any process, solution, computer program
that has the same cognitive abilities and
functions as humans and their brain

ML: © Machine Learning

A subset of Al. It describes a machine or
computer program that uses data to learn to
solve a problem or task without writing code,
it improves with experience.

o

Deep Learning

A subset of ML. It is based on neural net-
works which are based on deep layers of
neurons, that learn from a vast amount of
data to solve problems or tasks.

Figure 1.2: Overview of the relationship between Al, ML and DL

The field of Artificial Narrow Intelligence is currently driven by the achieve-
ments of Machine Learning. Machine Learning algorithms allow the computer
to learn from data without the need to program every single step. The models
are based on mathematical logic, statistical methods and

“Machine learning (ML) is a particular approach to the design of intelli-
gent systems in which the system adapts its behavior based on data. It is the
success of machine learning algorithms in particular that have led to recent
growth in the commercialization of artificial intelligence.” (Riedl, 2019, p.1)®°

Machine Learning and Deep Learning are often used interchangeably, so the
nuances between the two are worth noting. As illustrated above (see Fig.1.2),
both Deep Learning and Machine Learning are subfields of Artificial Intelli-
gence, with DL actually a sub-field of ML. related to DL are based
on ‘deep’ artificial neural networks which simulate the cooperation of neurons
similar to the operations of the human brain. Input and output processing on
many different layers and with a large number of neurons partially replacing
manual data preparation, supporting the use of large unstructured data sets,
which makes Deep Learning® so successful.

In this thesis the term Al, always refers to Artificial Narrow Intelligence.
Machine Learning can be perceived as the method chosen to solve ANI based
problems and tasks, therefore both terms - Al and ML - will be used in combi-
nation making this relationship and positioning clear.

1.3.5.1 Types of learning and their related outcomes

As mentioned above there are ‘rival theories’ as Pedro Domingos puts it in his
book The Master Algorithm’ when it comes to ideas and concepts about how
humans learn. Domingos writes: “Symbolists view learning as the inverse of
deduction and take ideas from philosophy, psychology, and logic. Connection-
ists reverse engineer the brain and are inspired by neuroscience and physics.
Evolutionaries simulate evolution on the computer and draw on genetics and

evolutionary biology. Bayesians believe learning is a form of probabilistic
inference and have their roots in statistics. Analogizers learn by extrapolation
from similarity judgments and are influenced by psychology and mathemati-
cal optimization.” (Domingos, 2016, Prologue)®’ The result of these scattered
views of learning is that each school of thought constructs their own methods
and algorithms in the age of Al and that each solves one specific problem or
task very well, but none of them provide a general solution to every problem.
However, in Machine and Deep Learning, three learning categories can be
distinguished.

Supervised Learning:

The training data used for Supervised Learning (see Fig. 1.3) algorithms is
either labeled data, such as cat or dog, or data that implies a concrete result,
such as a product price at a given time. The model is trained on this data and
learns to make correct predictions based on the labels or results. It is correct-
ed when the output is wrong. This process of training takes as many iterations
as necessary to derive a certain accuracy level compared to the general train-
ing data set. Example problems are (fraud/anomaly detection,
image classification, medical diagnostics) and (market forecasting).

Unsupervised Learning:

The data used for Unsupervised Learning (see Fig. 1.4) is not labeled, nor
does it necessarily imply a concrete result. The model derives structures
and relations that can be found in the data on its own. Example problems are

/ ranking (recommender systems), (feature
elicitation) and

Semi-Supervised Learning:

The input data for Semi-Supervised Learning (see Fig. 1.5) is a mixture of la-
beled and unlabeled data. The model has to derive its own structure for orga-
nizing data and learn the categories to make the right predictions. Semi-Super-
vised Learning is a common method, when the labeled data set is too small for
an algorithm to learn from. The labeled data set in Semi-Supervised Learning
is enriched with unlabeled data.

Reinforcement and Transfer Learning:

The input data for Reinforcement Learning (see Fig. 1.6) is not labeled, nor
does it imply a concrete result. The model learns its own strategy to solve a
problem or task, based on the input data, which is related to a

This type of learning comes very close to how humans learn and is used for
Robot Navigation and Gaming. Transfer Learning relates to a model trained on
data input A, which is then able to also work with data input B. This method is
commonly used for autonomous driving, where an initial model is trained on
cars, and that model can be transferred to utility vehicles.

67. Domingos, Pedro, “The Master Algorithm
- How the Quest for the Ultimate Learning
Machine will Remake our World", Penguin
Science/Tech, 2015.

When a Machine Learning model identifies an
object it performs a . The simplest
classification is binary, meaning ‘black’ or
‘white'. Multiple classification algorithms are
able to sort input into one of several groups.
Classification refers to a class of algorithms,
but also to a group of problems and related
outcomes.

algorithms model relationships
between data points that are iteratively refined
using a measure of error within the predic-
tions made by the model. Predicting future
values based on historic values is one useful
application of regression analysis. Regression
methods are used for statistical analysis and
have been co-opted by Machine Learning.
Regression refers to a class of algorithms,
but also to a group of problems and related
outcomes.

refers to a technique where the al-
gorithm interprets the parameters of the data,
objects with similar parameters and features
are grouped in a cluster. All methods are con-
cerned with using the structures inherent in
the data, which is not labeled, to best organize
the data into groups with the most features
in common. Clustering refers to a class of
algorithms, but also to a group of problems
and related outcomes.

is @ method that discov-
ers and exploits the features inherent in data.
With this it is possible to simplify and reduce
a large dataset and eliminate irrelevant data
points.
methods extract

rules from large multidimensional datasets.
These rules observe the relationships between
variables in data and discover important
associations.

A goal is to reinforce a
certain learning behavior of an algorithm by
specifying a desirable result. A reward function
provides a numerical score to represent the
desired state.
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1.3.5.2 Types of Machine and Deep Learning applications
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Figure 1.7: How a computer vision system uses object recognition to classify
traffic lights, signs, persons, cars, trucks, busses

Machine Learning and Deep Learning solutions can be related to Computer
Vision, Natural Language Processing (text and speech) and an area related to
other purposes. Each group implies different applications and the combination
of different ML/DL methods and models (see Fig. 1.7).

The area of Computer Vision relates to the ability to ‘see’. The problems to be
addressed are image classification and/or object recognition. Within these ar-
eas are face recognition, object detection, image segmentation, object tracking,
autonomous driving and medical diagnosis.

Natural Language Processing (NLP), implies the ability to ‘speak’ and ‘hear’.
This area can be divided into problems related to text classification implying
sentiment recognition, and information retrieval and speech recognition trans-
forming speech to text (STT) and trigger word/wake word detection. Within
the area of text classification, web search, name entity recognition, machine
translation and chat bots are located. Speech recognition is used for voice
assistants, speaker ID, speech synthesis and text to speech (TTS).

Other ML solutions relate to forecasting / time series predictions, recommend-
er systems to personalize and customize content, as well as anomaly / outlier
/ fraud detection.

1.3.6 Knowledge Discovery and Data Mining Processes

As Artificial Intelligence made its way out of the research laboratory into

real world scenarios, the transfer from theory into practice was necessary. A
couple of process models focussing on data handling aspects come from this
transfer. Knowledge Discovery Databases (KDD) Process Model®®, The SEMMA
Process Model (Sample, Explore, Modify, Model, and Access)® and CRISP-DM
Process Model”7' to name a few.

The CRISP DM (CRoss-Industry Standard Process for Data Mining) is currently
the most used process model. It is not derived from theoretical and techni-

cal principles, but from real-world data mining practice, which might be the
reason for its success. In 1996, increased interest in data mining activities in

industry called for an open source, unified and standardized process mod-

el (see Fig. 1.8) to ensure quality levels and support launching data mining
projects. “CRISP-DM was conceived in late 1996 by four leaders of the nascent
data mining market: Daimler-Benz (now Daimler Chrysler), Integral Solutions
Ltd. (ISL), NCR, and OHRA. [...] Developed by industry leaders with input from
more than 200 data mining users and data mining tool and service providers,
CRISP-DM is an industry-, tool-, and application-neutral model.” (Shearer, 2000,
p.13) CRISP DM organizes the data mining process into six phases: business
understanding, data understanding, data preparation, modeling, evaluation,
and deployment.

Business Data

Understandingo—. Understanding

7 é
Data
Preparation

Deployment ? 6

Modeling

Evaluation O—I

Figure 1.8: CRISP-DM process model

Phase One - Business Understanding: In this phase, business objectives and
based on this, data mining goals are determined by assessing the current
situation. The outcome of this phase is a project plan.

Phase Two - Data Understanding: This phase deals with the initial data input
for the project, which means collecting the initial data, describing the data,
exploring the data, and finally verifying the quality of the data.

Phase Three - Data Preparation: This phase refers to the steps necessary to
prepare the data for the ML model - selecting the necessary data, cleaning it
and if applicable, constructing new data before finally integrating the data, and
providing a consistent data format.

Phase Four - Modeling: This phase is about selecting the modeling technique,
setting up the data and algorithm pipeline, building the model, and finally
assessing the model's accuracy and performance.

Phase Five - Evaluation: The fifth phase is devoted to evaluation - the results of
the modeling process, and a review of the overall process, which enables the
team to determine the next steps.

Phase Six - Deployment: This phase refers to a plan for the deployment, as
well as a plan for monitoring and maintaining of the modeling output. It is also
about documenting the process, producing a final report, as well as a final
review of the project.
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1.4 Problem Statement and Starting Point

(Al) Technology as the solution to every problem

Some humans tend to think that technology can solve all their problems.” This
results in two challenging assumptions: the expectation that the machine is
perfect, which is hard to deliver, and the application of technology advances
that is the right thing to do or not. This often results in the development of a
solution based on technological feasibility alone, missing the multiple perspec-
tives and complex needs of the different stakeholders involved. By contrast,
the mindset of the human-centered approach does not start with an idea, but
with an identified problem or (market) need, develops several prototypes on
the way to finding the best solution to the given problem and eventually, not
using technology at all. This approach is based on research and needfinding, to
obtain the best possible result for all the stakeholders involved. This approach
helps to support the final implementation and facilitate acceptance by users
and other stakeholders, such as management. Another important aspect
addressed by this approach is the systematic approach. Taking into account
business viability, technological feasibility combined with human desirability
(see Fig. 1.9), it is the intersection where innovation and sustainable products
and services are created.

Feasible
(Technology)
possible usable
Innovation
Viable Desirable
(Business) (Human)
valuable

Figure 1.9: Diagram combining people, technology and business for innovation

The mentioned above mindset is not only valid for Al applications as a tech-
nological solution. The impact of this technology goes deeper than most other
digital products and services that humans have dealt with so far. It suggests
and supports decision-making processes like, criminal sentencing or even
autonomous behavior like, self-driving cars: it intersects and even overlaps
with formerly human traits and responsibilities. Current efforts in science and
research are driven by technological feasibility. Attempts to shed light on Al
products and applications, especially with a human-centered focus, are rare
and efforts in that direction just beginning. However, the current development
of intelligent agents lacks a broad perspective, referring mostly to white male
workers, so reinforcing a narrow idea of the 'normal’ person’, calling for more
input from other experts and professions. Therefore this research will evaluate
the development of intelligent agents, from a human-centered perspective in
order to make a contribution by evaluating the influence of Al and ML based
systems on the design profession, and identifying and proposing new methods
and tools for design in the age of Al. More precisely, it aims to find and locate
drivers of design investigation, if applicable. This exploratory investigation

is based on concrete case studies in the industrial Al context of Siemens AG
digital industries division.

Chapter 2. Research Scope

2.1 Research Questions

The starting point for this research endeavor was very generic, coming from
working as an UX designer in industry. A shift in demand for more projects
related to the development of Al/ML based systems became apparent. This led
to the following questions:

I. In what ways do current achievements in Al and ML impact on design
practice?

Il. What do designers need to know to contribute effectively in the age of Al/
ML?

From this initial, very broad range, the research focus was narrowed down to
the area of design for Al, specifically the development of Al/ML agents in the
domain of industrial Al. The general research questions in this study are:

IIl. How can design/designers add value to the development of Al agents in the
industrial Al context?

IV. Which new processes, methods and tools are relevant?
The related sub-questions are:
Case Study Research Meta-Sample & Beta Samples:

What are the general problems and challenges for those who develop Al
agents in the industrial domain?

How can designers positively influence the development of Al technology in the
industrial domain?

Expert & External Input:

What are the design problems and challenges for developing Al agents in the
industrial domain?

What would be different for designers developing Al solutions compared to
current practice?

What role do designers currently play in the development of Al agents?

Are the current processes, methods & tools suited to new roles for designers?

2.2 Propositions and Hypothesis

The underlying assumption that guides this section is that designers can add
value to the development of Al agents in the industrial Al context, based on the
core competencies of design (as stated in Chapter 1.3.1), that design in the age
of Al is valuable due to its focus on people, their needs and expectations, not
forgetting technological feasibility and business viability, along with the human
dimension. Designers explore the Problem Space to understand the complex-
ity of a situation and define a proper starting point based on research before
jumping into Solution Space too soon. Al/ML developments can benefit from
this approach (see Fig. 2.1, p.18).
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Figure 2.1: Comparison of design, data (science) and business approaches with
related gaps

As a consequence there are two directions from which to evaluate those
assumptions: design activities should play a fundamental role in Al/ML de-
velopment; current designers’ skills and tools are not adequately prepared
to answer the challenges and need to adapt to Al/ML tools to be part of new
developments. The following hypothesis can be formed from these views:

Human-Centered-Design is an overall important factor for Al development.

Although the trend in current Al development is to embrace the Human-Cen-
tered-Design perspective, real world scenarios and research show that it is
not applicable for every Al/ML systems development, which will be shown

in Chapter 5.3.4 and Chapter 6.3.2. Some of its key principles of HCD are still
neglected, namely users are not involved throughout design and development
of the systems and multidisciplinary skills and perspectives are not part of
development team skills since the focus is on data-centered approaches rather
than human-centered concepts. The absence of the HCD perspective leads to
an overall lack of effectiveness and efficiency, without accessibility and sus-
tainability, and does not improve human well-being, as well as user satisfac-
tion. This becomes noticeable through:

>> Focus on data and not user problems with a lack of the definition of a
meaningful business problem

>> Not conforming to user expectations

> Low usability (low levels of effectiveness, efficiency and satisfaction)

>> Negative user experience

>> Lack of trust in the output

>> | ow user acceptance

>> Grasping at solutions before exploring the problem

New challenges that have not been addressed either by the current devel-
opment methods of Al-infused solutions, nor by current HCD principles so

far are also emerging, such as decisions on the appropriate handling of data,
including the origin of the data, its usability and intended use, data protection
and data security, as well as guidelines that support dynamic user interactions
and lastly the design of the processes for operating and further maintaining
and retraining the Al-based systems. This makes new or modified development
processes necessary and therefore strengthens the mentioned hypothesis.
This leads to an additional hypothesis for the industrial Al domain.

The Human-Centered-Design perspective is currently not perceived as a criti-
cal factor in the industrial Al domain and therefore might be more challenging
to be implemented.

The use of Al and ML in consumer facing applications (Business-to-Consum-
er: B2C) is targeted towards customization, whereas the industrial Al domain
(Business-to-Business: B2B) focuses on optimization. This has an overall
counter-productive effect on aims for a human-centered focus and suggests
there could be more difficulties implementing Human-Centered-Design within
that context. In addition, development projects in the industrial environment
are characterized by very high levels of complexity, partly due to a high num-
ber of different stakeholders, so conducting research and needfinding activities
use up a lot of time and resources.

Integration Human-Centered-Design approaches into the development pro-
cesses suggests the need for new methods and tools for designers.

Al/ML based solutions are complex systems, heavily dependent on huge
amounts of data points. The data sets are based on statistics and

implying a level of uncertainty and therefore the models trained on using that
data make mistakes. Such systems learn over time as they are exposed to new
data inputs, hence being more dynamic than static. Current methods and tools
do not support this kind of behavior. Al and ML therefore imply new challenges
for designers. The initial concepts and ideas for addressing this:

\A

> Teaching/educational material

> Collecting exemplars/use cases/abstractions
Collaboration between designers and data scientists
>> Development of design principles

v Vv
\

2.3 Goals and Objectives

This thesis aims to identify how Al and ML development can benefit by using
methods and tools from a Human-Centered-Design perspective, by recognizing
the current challenges and pitfalls when developing Al/ML systems. To the
hypothesis that integrating Human-Centered-Design approaches in Al and ML
development make new methods and tools in the area of design necessary,

an additional objective is the naming and defining of new approaches, such as
guidelines and principles. This research purpose is to create an outcome that
supports and guides designers in the age of Al.

The whole research basis is developed from insights and findings from the
industrial Al domain. Although this is a very narrow field with a very concrete
area of application, it is hoped results with the potential to be transferable
may be generated. By comparing the insights and findings from the industrial
sector with input from other domains, as well as expert knowledge, external
and secondary sources transferability should be possible. The aim is to create
an outcome with application in different domains while focusing on the design
community.

Situations with multiple possible outcomes
are Each outcome has a varying
degree of certainty of it happening.
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Chapter 3. State of the Art Research

3.1 Introduction

This chapter provides an overview of the available literature on the status

of design and Al/ML with an attempt to locate it in the context of industrial
applications. It contains three main parts taking a look at the design commu-
nity, relevant actors, institutions and artifacts relevant in that space to spot
the issues mentioned and discussed there. This is also the initial starting point
for this research journey. When the idea for this Ph.D. was born in about 2017,
the design community had just started to embrace the topic of Al relatively
frequently (see for example’). Josh Clark, a UX designer and founder of

Big Medium, a design agency specializing in Artificial Intelligence, wrote a key
article and therefore had a huge impact on this work, outlining the scale of
potential changes in the design approach. Several sources are blog posts or
online articles; later on, scientific publications also became available. From the
initial overview, it has become clear that Al/ML call for a new design paradigm.
The second subsection maps the issues identified to the Al and ML discourse
looking at the different issues that are relevant for research scholars and
other practitioners in the field of Al, from humans being perceived as machines
and the attempt to bring explainability, to returning the human focus to the
technological domain. This research was pursued through an extensive liter-
ature review, and taking part in international conferences, such as the IJCAI
2018 in Stockholm’. From theses searches and exchanges, issues and topics
that touch on the design involvement in Al have unfolded to show where these
domains intersect. In this way, it has been possible to recognize white spots,
research gaps and missing parts in the sum of endeavors outlined in the final
section. Gaps such as the current focus on technological feasibility, the lack of
practice-based use cases and missing insights into industrial Al development,
amongst others, justify this research endeavor.

3.2 Design and the Al Perspective

“Human-centered design has expanded from the design of objects (industrial
design) to the design of experiences (adding interaction design, visual design,
and the design of spaces) and the next step will be the design of system be-
havior: the design of the algorithms that determine the behavior of automated
or intelligent systems” Harry West (frog), 2016”7

The quote above represents an opinion about design and its development over
the last couple of years that fits with the view of this research, as stated in
Chapter 1.3.1. Different technological developments, such as the internet, for
example, have influenced the design profession and generated new opportuni-
ties for designers in User Interface (Ul) and Interaction Design, as will Al and
the domain of Machine Learning. This State of the Art chapter suggests the op-
portunities and challenges related to the technological development of Al/ML.
John Brownlee's interviewed design aware leaders of big corporations such as
Harry West from frog, among others, about their views on the impact of Al/ML
on the design profession and serves as the guiding reference for this chapter.

3.2.1 General overview of design and Al and different manifestations of it

The design community is increasingly engaging with Al systems in many
different areas, mainly in consumer facing domains such as mobile phone
applications, voice assistants. Big design firms, such as IDEO and frog, realized
that the hype about Al and ML demanded positioning design in that area and
had already coined the term ‘Augmented Intelligence 77 with blogs featuring
articles related to Al topics - the human-centered approach plays a fundamen-
tal role - and individual designers join and foster the discourse around the
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technology (see for example®®'). Online blog and article sources dominate the
discussion, supplemented with a few scientific publications. In general, the dis-
cussion can be divided in two main areas: Al for design about how Al and ML
solutions interfere with design practice; design for Al which is related to how
designers could be included in the development process of smart systems,
while different embodiments and overlaps are possible. Relevant themes that
are come from those sources are a) the recognition and acknowledgment that
Al and ML are a new design material influencing the way designers work and
therefore has an impact on the future of the profession, b) the challenges and
downside of the technology mainly related to a missing human focus, c) the
new opportunities and roles emerging from this, and d) proposals of design
principles for Al. All these points are covered in more detail in this first section,
each topic going deeper into the current status of the design dialogue around
Al

3.2.2 Al for design

There are voices and opinions in the design area that perceive the current
hype about Al and ML systems as overrating their importance. These dis-
cussions are mostly related to Al for design, whose supporters question the
capabilities of ML algorithms and therefore deny any human-like, possible
creative future achievements by machines. “.. machine learning systems can
not do much more than look back in time. The data that is used to train them
is always from the past, and the systems age quite quickly if they are not prop-
erly and constantly maintained.” (Anger, 2020, p.66)%, so attributing creativity
primarily to designers and artists and focusing on the negative effects of the
technology, and ignoring the great advantages improved intelligent systems
have to offer design practitioners.®® Although this research focus is more on
the design for Al aspect, the State of the Art Research map (outlined below)
includes the Al for design aspects and related artifacts because they are part
of the overall discussion.

3.2.3 Design for Al

The call to action for designers, HCI and UX practitioners is mentioned by
different experts in the field. "Ongoing advances in Al technologies will gen-
erate a stream of challenges and opportunities for the HCl community. ...
Al-infused systems can violate established usability guidelines of traditional
user interface design” says Saleema Amershi from Microsoft (Amershi, et al.,
2019, p.2)%. She is one of a few design practitioners trying to shape the debate
on Human-Al-Interaction. The scope of focus is not only on the output of the
algorithms, but taking care of the input, meaning data collection and prepa-
ration. "As designers, we need to pay attention not only to the output of these
algorithms, but their input, too.” (Clark, 2017) Algorithms depend on their data
input, so bias in data is a huge concern since feeding algorithms with ‘bad’
data predetermines a ‘bad’ outcome, which in turn, affects the people using
the solutions. Overall, the human focus is missing in many technology driven
endeavors. In order to ensure that outcomes benefit human beings, design-
ers can determine precisely the needs and requirements of users and other
stakeholders. "As machine learning moves out of the research lab and into
more real-world systems, the question of how to ensure that these systems
are usable and useful for people becomes increasingly urgent.” (Fiebrink/
Gillies, 2018, p.7)® Practitioners working in the art and design domains ran a
workshop at the IS in 2018 to raise awareness of that issue in a very techno-
logically focused audience.
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3.2.4 Map of resources, names of relevant actors and their related work,

institutions and artifacts
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3.3 A new Design Paradigm

Evaluating the statements and current scientific discourse around the topic of
Al/ML and design represented in the map it illustrates the Al and ML call for a
new design paradigm, resonating with the initial hypothesis for this research
scope from Chapter 2. The following section sheds light on the reasons behind
this, what the implications are that accompany this, the opportunities for this
new design material, and initial ideas about how to establish and support new
design practice.

3.3.1 AI/ML as a new design material

This new ‘design material'is reshaping and redefining how designers work.
Dove et al.s 2017'" publication is a work of major importance cited by most of
the later publications on Human-Computer-Interaction and UX/HCD. Togeth-
er with a number of publications from Yang (2017'"¢, 201877, et al. 20188, et

al. 2020'"%) Dove and Young were among the first to evaluate why and how
design and UX practitioners from different fields and domains have a hard
time working successfully in the field of Machine Learning. More publications
on the same topic became available later'®'?'. The technology touches on so
many different aspects of the design process, it “reconstructs every link from
user research to design, user testing and evaluation, etc., forms a new demand
for intelligence from macro to micro aspects, facilitates the emergence of new
theories, new models, new methods, new products, new formats, and ultimate-
ly, leads to a revolution in design paradigm.” (Wu/Zhang, 2020, p.167)'?2 More
detailed information about the claims of these publications can be found in
Chapter 6.3.2.

Within that context two major topic areas emerge as the rationale for Al/ML

as a new design material calling for a paradigm shift related to the complexity
of the systems and their ability to learn over time'?*'> and their probabilistic
nature and dynamic behavior'®!2, Al/ML systems are based on statistics and
probability, which implies a certain level of uncertainty. Their learning abilities
over time illustrate their dynamic character, representing new challenges for
designing these kinds of systems, since designers’ current tools, especially in
the area of prototyping and interface design, represent rather static approach-
es'?1?% Dealing with complexity is supposed to be a design competency™°, how-
ever regarding Al and ML activities, this is a somewhat new area and scenarios
for handling it are just being explored.

3.3.2 The missing focus on human needs

The implications that come with this new design material seem to be that
designers are currently not involved in the development of Al systems, and
so most Al projects are data and technology first focused, targeted towards
whatever data is available using algorithms that pretend to be state of the

art for the problem at hand. Technological feasibility is the main driver'!, |
completely ignoring human need as the starting point. “Despite all the talk of
transformation, anything built with Al is secretly a mess. Under the hood, you'll
find a cacophony of noisy data, opaque algorithms, and false signals leading to
all sorts of awkward and unintended results.” (Agarwal/Regalado, 2020)'® This
has a number of negative implications. The data is mostly collected in a labo-
ratory setting, without any authentic data from real world scenarios, offering a
solution that nobody really asked for implemented in a chaotic human setting,
thus not able to create value for the user, or user trust and in the end, failing
during implementation. This calls for a mindset shift, from data first, to people
first, and not just human, but a diverse set of human input to “..ensure ML and
Al are built in inclusive ways." (Lovejoy/Holbrook, 2017)'3

3.3.3 New roles and opportunities for designers

The findings above suggest the involvement of designers in the age of Al and
ML is relevant. The challenges referred to also imply new opportunities. There
are different ideas and perspectives on the new role for designers and how
they can ideally shape Al/ML development, and on the other hand, use Al/ML
in their practice. These findings relate to two main strands: the shift in roles
from creator to curator, and co-creation and collaboration with data scientists.
“Formerly working as pure creators, this approach is shifting to co-creation
with machines and data scientists. Shaping those new job profiles and invent-
ing more tasks to be done by artists and designers is an exciting new area.”
(Heier, 2020, p.19)'3

From creator to curator

In the age of Al, algorithms actively create things. In the design domain they
can partly take over the work of creating - algorithms don't get tired of coming
up with variation after variation. Although these changes might be of minor
origin, they can potentially outperform the ability of any human designer

to imagine new forms and versions. However, they lack the ability to judge
whether a design is aesthetically appealing, and suitable to fulfill the brief.
Judging can be the human designers' new task, as well as changing the input
parameters to reach the desired model outcome. “So what will it be like when
computers can generate insights on their own and make creative leaps like hu-
mans do? It's going to fundamentally change a designer’s role in the creative
process. In the future, designers will be more like mentors for computers by
providing their guidance and experience.” (Kowalski, 2016)' Or will designers
even become obsolete in the age of Al? A few publications and articles touch
on this issue''¥7. However, even if a couple of design tasks can be replaced by
machines, the overall design approach is still a human trait. Therefore talking
about human enablement is a more fertile concept.

Another aspect of this discussion about new role for designers is co-creation
with the machine, using the model’s input as a potential source of inspiration
and aspects that the human designer would be unable to imagine, like ques-
tioning the status quo of, for example, visual expressions or functional configu-
rations. “Here, the artist has three roles: to select the data sets used for train-
ing the system, to adjust the parameters of the system, and to finally act as a
curator who selects the most compelling pieces in a vast space of generated
works.” (Po3¢i¢/Krekovié¢, 2020, p.288)'® These new possibilities for designers
and artists open up new ground for collaborative human-machine projects in |
art, music and film making and areas like ars electronica'®, digitally focused
exhibitions'® and conferences'' are showcases for the potential of this work.

So far there is no ‘aesthetic machine’ meanings that appeal and aesthetics are |
still a human quality that can be augmented by machine output in best case
scenarios. At least, this is a new perspective for designers concerned with
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formal design, layout and object related design creations, who might be less
interested in the development of smart algorithms, more in using technology
to enhance their design process.

Co-creation and collaboration with data scientists

Close co-creation and collaboration with data scientists and Machine Learning
engineers at the earliest stage of project conception and development is a
great way to combine the strength of technological know-how with the hu-
man-centered approach represented by designers. “This can't be the exclusive
domain of data scientists or developers, because the stakes go far beyond the
underlying data model. ... and this is where we especially need some design
and UX skills.” (Clark, 2017) However, this collaboration is not a given. Girardin
and Lathia wrote about this issue. “For that multidisciplinary practice to evolve,
we believe that designers and data scientists must immerse themselves in the
other’s approaches to build a common rhythm.” (Girardin/Lathia, 2017, p.380)'4
They came to the conclusion that there are many differences and distinct
practices when it comes to working modes, world views and the approaches

of each profession. “.. designers transform a context into a form of experience.
Data scientists transform a context with data and models into knowledge.”
(Girardin, 2021)'2 Designers try to create an experience, data scientists try to
create knowledge. Each uses different technical terms and follows different
objectives. ".. as with all multidisciplinary endeavors, we have noticed that the
partnership between designers and data scientists must overcome a lack of
shared understanding of each other’s practice and objectives.” (Girardin/Lath-
ia, 2017, p.379) They don't share a common understanding of data. “Often, none
of these insights will be fundamentally encoded into the statistical models that
are used in machine learning to deliver value to one of these users.” (ibid.,
p.380) This leads to problems with trying to translate user needs from quali-
tative user research into Machine Learning models, as well as with different
development processes and workflows, currently not aligned. Nevertheless,
both perspectives definitely benefit from immersing in each other’s point of
view. So far, there has been no shared process model or set of methods and
tools to support the collaboration. “Some designers also found it challenging
to effectively collaborate with Al engineers, because they lacked a shared
workflow, boundary objects, or a common language for scaffolding the collabo-
ration.” (Yang et al, 2020, p.3)

3.3.4 Establishment of 'new’ methods and tools for design practice

In order to take up these new roles and opportunities it is necessary for
designers to alter their practice. The new design paradigm also implies the es-
tablishment and need for new ways of working. One set of attempts to answer
those challenges is the creation of (human-centered) design principles'3244147
for the development of Al/ML systems.

In relation to the current principles of Human-Centered-Design proposed by
ISO 92418 the design of Al-infused systems is currently missing some of the
concepts mentioned there, such as controllability, conformity with user ex-
pectations, self-descriptiveness and use error robustness. This is where ‘new’
design principles can make a contribution by adding new steps and activities to
the overall design process. They are a great starting point to become familiar
with these issues and a first step towards new methods and tools for design in
the age of Al. Most of principles refer to similar aspects, such as initial prob-
lem definition, managing expectations to the system’s abilities, taking care of
the data input, the issue of fast and low fidelity prototyping, problems with the
transparency and coherence of systems, their failures and the importance of
collecting feedback, which can contribute to creating and maintaining trust. A
selection of these areas further discussed in Solution Space, Chapter 8. and
only touched on here.

3.4 Al and ML Perspective

3.4.1 General overview of relevant Al/ML topics

Due to greater hardware power and the availability of and access to huge
amounts of data, Al is facing another ‘Al summer''*. This development comes
with challenges'®'®' as well as some great achievements (see Chui et al.,
2018%). The implementation of Al in a lot of daily products and services con-
tains some pitfalls, for instance Al and ML can affect jobs'®? the quality and
amount of data''% is a consideration as are the output and failures of the
systems', energy consumption'®'” during development and runtime, and
general ethical™' concerns.

3.4.2 Human machines, humans as machines

Many of the issues in the area of Al and ML mentioned briefly above relate

to human factors. “Machine learning is at the core of many recent advances

in science and technology. Unfortunately, the important role of humans is an
often-overlooked aspect in the field.” (Ribeiro et al., 2016, p.1135)" Artificial
Intelligence is supposed to be human-like (Bostrom, 2014) at least to reach a
level of intelligence that is human-like. Humans are chaotic, irrational, emo-
tional, trust their instincts and gut feelings rather than facts and figures, mak-
ing it really hard to create machines that are like and behave like humans. This
implies a mismatch between humans and machines, suggesting a possible
attempt to turn things round and try to make humans behave like machines.
As Genevieve Bell, a well-known user researcher, amongst others (Wendland,
2021)'° put it in an interview about human-computer interactions compared

to relations “B.F. Skinner... if that is the value set of Al... if you want to teach a
machine to be human... if you want to build a machine... oh we have somebody
who theorizes humans as a machine; happiness all around.” (Bell, 2017)'' This
is a fundamental aspect that guides a lot of the decisions in the area of Al and
ML'¢? especially important when talking about human-centeredness within
that context.
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3.5 A new Al Paradigm

Besides the already mentioned issues of a lack of human-centeredness in
the Al domain' ' which is directly related to the Human-Centered-Design
perspective, other issues in that area also call for new approaches to the Al
paradigm.

3.5.1 Missing examples relevant for best practice

It is very difficult to find best practice use cases examples in the current scien-
tific and expert Al and ML discourse and community. Ones that contain and ex-
plain how to use Human-Centered-Design methods and tools have been - up to
now - rare to non-existent, particularly the field of B2B and industrial projects
is a white spot. This lack of example projects is covered by a small number

of experts in the field. “Much of current machine learning (ML) research has
lost its connection to problems of import to the larger world of science and
society. From this perspective, there exist glaring limitations in the data sets
we Iinvestigate, the metrics we employ for evaluation, and the degree to which
results are communicated back to their originating domains.” (Wagstaff, 2012,
p.529)'5 Most of the approaches and activities mentioned are concerned with
a theoretical knowledge of Al systems. They are based on scientific research
without real world scenarios. There is clearly a gap for real world examples
and concrete use cases. “Either they evaluate a model’s performance using
metrics that don't translate to real-world impact, or they choose the wrong
target altogether.” (Kerner, 2020)%

3.5.2 Focus on model performance and lack of business impact

The current focus of development in the Al research community is on issues
such as improving algorithm performance and optimization without any real
relevance to business applications, as raised by the topics and focus of respec-
tive Al and ML conferences (see e.g. AAAIY, IJCAI'®). “.. this hyperfocus on
novel methods leads to a scourge of papers that report marginal or incremen-
tal improvements on benchmark data sets and exhibit flawed scholarship. ...
many papers that describe new applications present both novel concepts and
high-impact results. But even a hint of the word ‘application’ seems to spoil the
paper for reviewers. As a result, such research is marginalized at major con-
ferences.” (Kerner, 2020) As a consequence Al is currently not really fulfilling
the expectations that were promised'®®!”, and missing out on the real advan-
tages it could have. "Because of the field’s misguided priorities, people who are
trying to solve the world's biggest challenges are not benefiting as much as
they could from Al’s very real promise.” (ibid.)

Developing Al systems is currently a very complex, lengthy and costly process
with a lot of iterations. One reason is because data scientists with little domain
knowledge develop, train and validate algorithms. “In the past, researchers
and developers focused on building Al algorithms and systems, stressing
machine autonomy, measuring algorithm performance, and celebrating what
Al systems could do.” (Shneiderman, 2020, p.112)""" This output is then imple-
mented from a lab setting into a real world scenario and is not accepted by
the users, or fails for other reasons. “.. in the case of contemporary smart,
automated systems, arguably one of the main culprits (along with the logic
imposed by venture capital) is the mixture of overconfidence, monocultural
biases, and technocentrism afflicting their designers. ... they usually fail to
consider that any new automated product will be embedded within larger and
increasingly complex socio-technical systems.” (Hernandez, 2020, p.203)'"? De-
velopment under the controlled parameters in a laboratory setting without any
focus on human needs, again highlights the importance of real problem with a
human focus as the starting point for any Al-infused systems and is the key to
successful implementation.

Kerner also argues that the impact of development without any real world fo-
cus goes a step further. The Al models and algorithms then used in real world
applications and the problems which then occur are not solved by the people
who would be in charge or able to do so, because they never see the results.

“When studies on real-world applications of machine learning are excluded
from the mainstream, it's difficult for researchers to see the impact of their
biased models, making it far less likely that they will work to solve these prob-
lems.” (Kerner, 2020) This is a dead end and a vicious circle for the develop-
ment of new algorithms with beneficial uses in a business context, since there
is no loop that connects algorithm error output from business uses to the data
scientists that could possibly improve them, or at least adapt the model(s) to
the problem setting of the business context.

The reason for this disconnection and the missing real world examples might
be that the data and requirements are very different from case to case, making
it hard to match certain models and algorithms to a variety of use cases, which
is easier to do with a fixed set of parameters in a lab setting. “But in the real
world, these categories are constantly changing over time or according to
geographic and cultural context. Unfortunately, the response has not been to
develop new methods that address the difficulties of real-world data...” (ibid.)
These arguments suggest that research which is situated and depending on
use cases could add a lot of value to the current scientific discourse and per-
haps overall Al development and progress.

3.5.3 Establishment of ‘'new’ approaches and their different manifestations

Evaluating these statements and current scientific discourse in the area of Al
and ML reveals that new methods and approaches are needed for the ad-
vancement and the development of Al systems in this context. “..we argue that
UX design approaches have great potential in identifying new ML opportuni-
ties. Designers can situate ML algorithms in different contexts and for different
audiences.” (Yang, 2017, p.408) This call is represented in the field by different
approaches, such as ,

and

iML implies that end users are involved in the process of data preparation like
data labeling, or users are enabled to fine tune the parameters of the mod-
els to meet their needs'®'”*, Another attempt in that regard is the so called
explainable Artificial Intelligence (XAI)'">'7 activities. The idea is to explain in
detail the reasoning of the algorithms, in order to allow the user to decide
whether to trust the system output, trying to overcome the issue of the black
box. A key publication is by Marco Ribeiro, 2016, who illustrated with an exam-
ple from an image classifier of dogs and wolves how an ML model made its
decisions.

Finally, the Human-Centered-Al (HCAI)'7"'"”” movement is where design and Al
meet, where design can add value to the development of Al and ML systems,
where the biggest similarities in approaches can be observed. However, activi-
ties are in their early stages, still with plenty of room for further investigations
and new methods and tools, and lacking joint teams of design and computer
science practitioners, making it hard for either group to fully embrace the
principles developed from the other standpoint.

refers to the development of ML models
in collaboration with a human, incorporating
their feedback during the model training
process. The aim is to derive more efficient
and accurate ML models that also improve the
interaction between humans and machines.

The purpose of is to provide a set of ML
techniques that foster transparency and
explanation of Al and ML models and their
behavior and outcomes for humans to under-
stand Al output and build trust, improve model
performance on the one hand, but also support
humans in effectively developing reliable and
equitable ML solutions.

is an emerging discipline with the
purpose of creating and developing Al and
ML systems that foster Human-Al collabora-
tion and co-creation. It includes aspects and
methods from HCD, while also responding to
the new challenges the technology implies,
such as preserving human control, aligning
with human needs, operating transparently,
delivering ethical outcomes, and respecting
data privacy.
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3.6 Research Gaps

3.6.1 Missing links for the input of Human-Centered-Al

Current advances in Al are mainly driven by technological feasibility, but
lacking business viability and human desirability, represented by products and
services that often fail when implemented and then rejected by users due to a
lack of trust, or output which is error prone, even dangerous due to bad data
or development in a laboratory-like setting. The missing link is human needs,
ways of thinking, working and seeing the world, with expectations of machines
that cannot be fulfilled or feelings of being overwhelmed by technological
advancement. A human-centered approach is one possible way to respond

to those issues. "Human-centered Al is an emerging space that requires
much-valued input from practitioners, researchers, and creatives of all stripes
and disciplines.” (Agarwal/Regalado, 2020) Not only can designers have a say
in that domain, the input from a variety of professions is crucial, too. However,
designers are a good fit for this approach, since they already embrace this
mindset. Using the knowledge and experience from working in that area could
therefore be very productive to coming up with new methods and tools that
can also answer the challenges imposed by Al-infused systems. “.. the com-
plexity and opacity of artificial intelligence makes human-centered principles
more urgent than ever.” (ibid.)

Practitioners in the field of computer science perceive that the involvement of
design, HCl and UX is missing in the current development of Al-infused sys-
tems. “We suspect that one reason we might see less design innovation with
ML than with previous technology is that ML is a more difficult design material
to work with.” (Dove et al.,, 2017, p.279) They see similar issues to those men-
tioned in the design part of this literature review as the root cause, like missing
knowledge and training in the capabilities of the technology, “..user experience
(UX) practitioners are lagging behind in leveraging this increasing common
technology. ML is not yet a standard part of UX design practice, in either de-
sign patterns, prototyping tools, or education.” (Yang, 2017, p.406) and without
the methods and tools to align with computer science activities and processes
“ML is not part of a typical user-centered design process, wireframing tools or
patterns do not yet support the Uls that change over time or personalize to us-
ers.”(Yang, 2018, p.469) and without best practice that deals with the complex
nature and adaptable behavior of those systems (Fiebrink, 2019).

3.6.2 Missing industrial Al applications

The scientific and computer science discourse has slowly picked up on the
use of Human-Centered-Design approaches, but so far it has not been clear
about how to best integrate it into the development process. Most examples
follow experimental use cases which do not represent a general approach.
Moreover, it is notable that the small number of use cases which do represent
the use of Human-Centered-Al are primarily located in the B2C market. Hardly
any publications are related to industrial Al applications'”. With these gaps
identified this research focuses on examining real world scenarios located in
the industrial Al domain to identify the kind of topics, issues and challenges
relevant in this context.

Therefore the context and physical location of this thesis is within the Siemens
AG digital industries unit dealing with factory automation issues, projects

and the manufacturing hardware sector. In industrial Al, the optimization of
processes is the main driver for Al and ML driven projects, in contrast to B2C
applications where customization and personalized products and services are
the main lever'”. This already represents a fundamentally different perspec-
tive of end users, namely that the output of industrial Al/ML algorithms is in
complete contrast to a human-centered approach. However, the solutions im-
plemented and output generated need to be used by humans and are affected
by algorithms as within the B2C domain. The surveyed case studies show that
the late involvement of end users caused pitfalls and challenges for the overall
success of the Al/ML driven solutions. Scaling from one factory to another is
equally not easily done, due to a lack of trust in the output of the system and a
lack of understanding of the technological capabilities, ending in unrealistic ex-

pectations of the technology. This work assumes that the example of Siemens
is largely similar to the experience of other industrial Al companies'®.

3.6.3 Missing design specific material and notational forms

Current Al/ML is primarily driven by computer science and technology re-
searchers as stated above. Much of the available material, information and
resources is created for this audience, to be used and understood by experts
but is inaccessible for non-experts and people outside the Al domain. The field
lacks diversity in many different areas. Solutions that also address design and
business practitioners are rare, showing the need to explore notational for-
mats and artifacts that suit design requirements or in the best case scenario,
are also suitable for application in a range of different professions.

3.7 Conclusion

Analyzing the current research shows that Al development, especially in the
industrial domain, lacks a human-centered perspective. Ideas and concepts

as well as from design, namely design principles for Al, and from the area

of computer science, namely the call for Human-Centered-Al already exist to
address this issue, but in each case the approaches are very generic, without a
contextual perspective, so it is hard to implement these concepts and guide-
lines discussed in practice. Additionally, most concepts originated in the B2C
domain and are not easily transferable to the industrial Al context, but they
can serve as a general understanding of the current issues and challenges for
the development of Al systems, therefore create a starting point for further
investigations.

In general, more research needs to be done to implement the concepts of a
Human-Centered-Al approach in the overall area of the very technologically
driven Al development. For this purpose, the overall development process
needs to be taken into consideration. Only measures that support the whole
value chain are able to generate a positive impact. The introduction of distinct
Human-Centered-Design methods and tools in different phases of the process
can add the missing human perspective. Exploring where the biggest impact
can be created is an important part of this research work. The choice of where
to include design approaches depends on where they can have the biggest
impact, not primarily focused on for the output of an Al system, so defining the
initial problem and data preparation must be part of this journey. Bringing to-
gether these aspects and characterizing key points of influence is the intention
of this work.

Furthermore, the need for practice based research has been identified,
whereby use cases from Siemens AG Digital Industries can serve as a basis
for research investigations. In the given unit, a team with different skill sets
work together to provide beneficial conditions for the exploration and transfer
of Human-Centered-Al systems, as well as to understand, analyze and validate
how designers, data scientists and business experts can work together. Sup-
plementing this with additional use cases from other sources can support the
design and UX community to have a beneficial impact on Al-infused projects.
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Methodology

Methods and Tools

Chapter 4. Research Approach

4.1 Introduction

This chapter covers the methodology and framework for the research rationale
and its boundaries, derived from the research gaps found in Chapter 3.6: a)
Human-Centered-Design and the research specialties that come with this, such
as flexibility of methods and combining knowledge in use, as well as producing
activities (see Chapter 1.3.2); b) technology and more specifically, recent de-
velopments and rise in Al/ML approaches; c) input from real world industrial
Al use cases. These three areas underpin the setting-up of an open, novel and
critical pathway of exploration that reflects them in the overall methodological
approach of this thesis (see Fig. 4.1). This section provides the philosophical
background covering the boundaries, methods, tactics and tools supporting
the research. The three key topics are introduced incrementally to outline the
methodology, methods and tools framework. Part IV. Problem Space Chapter
5. and 6. explain the use in practice.
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Figure 4.1: Research approach mind map

4.1.1 Setting the stage

This work is partly theoretical and partly practical, representing knowledge-
producing and knowledge-using activities. Therefore no single methodology
or method fits all the parts of the overall process and research approach. A
mixed, hybrid set of methodologies is necessary to fit the different phases
and research participants, a dynamic, not static, distribution of paradigms and
functional methodologies.

This methods section describes these multiple stand-points with their social,
natural, as well as artificial paradigms. This work is based on three areas: the
social context (human society and relationships); the natural (physical world)
science; design (artifacts) science. The social aspects are related to the context
of the research - questions about the lack of Human-Centered-Design meth-
ods and tools as well as the role of designers in the age of Al - in the Problem
Space section (Chapters 5 and 6), which outlines the natural and artificial
research approaches with a central role in the development of technology and
systems in the context of Al technology and the practical part of the Solu-

tion Space of this work (Chapters 8 and 9) seeking to develop new artifacts
(processes, methods and tools) within the context of design and industrial Al.
This setting is the basis for choosing a philosophical stance, itself a design
assignment. “As information and data about everything explode in a frenzy of
rhizomatic connectivity, the very search for what to research becomes its own
research issue. The research model becomes a design problem that can also
function as its own solution.” (Lunenfeld, 2003, p.13) In this work, the research
is not intended to function as its own design solution, but the framework needs
to reflect the multiple facets of this endeavor. Making clear that no one single
method will work as the only source of orientation and positioning means “..

it is not a matter of starting from certain theoretical or methodological prob-
lems: it is @ matter of starting from what we want to do, and then seeing which
methods and theories will help us to achieve these ends.” (Eagleton,1983, 181. Eagleton, Terry, “Literary Theory: An Intro-
p.183)'®" Agreeing with Eagleton this chapter aims to reach this goal, ensuring duction”, University of Minnesota Press, 1983.
the paradigms and purposes of the research contribute to each other.

4.2 Methodology

4.2.1 Research rationale

This study is overall empirical (situated in this world and being observed as

such), aiming to systematically capture events and processes in a real context.
In Design Research, besides acting within an empirical context part of the work
is imaginative. “Design research is inherently paradoxical: it is both imaginative

and empirical. It can not be simply empirical because the ‘typical’ consumers 182. McDaniel Johnson, Bonnie, “The Paradox
that researchers need to understand are rarely able to articulate their needs.” | of Design Research - The Role of Informance”,
(McDaniel, 2003, p.39)'% This means that a certain part of the design research- | N Design Research: Methods and Perspectives

, ' . . . . / ledited by] Brenda Laurel, The MIT Press, pp.
er's work is about making sense - in a broader sense than interpretation - out 39/40, 2003,

of what the data offers, so is not purely empirical. This shows why it is very
difficult to fit Design Research precisely into any given philosophical system'’s
conceptions about truth, knowledge and reality. Nonetheless, it is crucial to be
aware of and consider the different research rationales’ perceptions of truth,
knowledge and reality. “You need to make explicit which paradigm(s) your
work will draw on, since a clear paradigmatic stance helps guide your design
decisions and to justify these decisions. ... You don't have to adopt in total

a single paradigm or tradition. It is possible to combine aspects of different 183. Maxwell, Joseph A., "Qualitative Research
paradigms and traditions,...” (Maxwell, 2012, p.224)'® It is crucial to set out the Design: An Interactive Approach”, Designing a
basics of the research to help other research scholars better understand the Qualitative Study, Chapter 7, pp. 214-253, 2012.
research process and claims. It can be useful to support the data-gathering

process, for analyzing and validating the data to justify research insights and

outcomes. In this way, building on the knowledge and wisdom of others can

help design researchers to define their own concepts better and create new

ones that fit their needs.
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Ontology: Reality is constantly negotiated and
interpreted depending on different situations
and contexts.

Epistemology: Subjective interpretations and/
or objective phenomena can potentially lead to
knowledge.
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4.3 Pragmatism

“Instead of focusing on methods, researchers emphasize the research problem
and use all approaches available to understand the problem.” (Creswell, 2014,
p.39]184

This research requires methodology and methods that offer for a flexible and
iterative approach, embracing key design features and Al/ML requirements.
Pragmatism reflects this openness, with focus on the means to an end, requir-
ing a mindset open to mixing different methods. “.., for the mixed methods
researcher, pragmatism opens the door to multiple methods, different world-
views, and different assumptions, as well as different forms of data collection
and analysis.” (ibid., p.40) Although this doesn't mean mixed methods in the
traditional sense of using both qualitative and quantitative data; here mixed
methods means different qualitative approaches within the same research
process. As stated, this research is partly theoretical and partly practical,
dealing with social, natural, and technological aspects. “Several proponents of
design science suggest that it is associated with pragmatism as a philosophical
orientation in its attempt to bridge science and practical action.” (livari, 2007,
p.45)'® This bridging quality is another reason for choosing pragmatism as the
overall guide to the methodological framewaork.

Pragmatism has its origins in America, an attempt to oust the supremacy of
philosophical ideas and beliefs from Europe. Its founding fathers were Charles
S. Peirce and William James, with later additions from John Dewey, George

H. Mead and Richard Rorty. For them America was “the country of beginnings,
of projects, of designs, and expectations.” (William, 1907, p.10)'® This orien-
tation towards action and the applied sciences was absent in the European
paradigms of that time and a new approach was called for. Peirce and James
disagreed with the European mindset and definition of truth. In their view,
there was no such thing as fundamental or absolute and unconditional truth.
Truth depends on the actions taken and results implied. Pragmatism offered
new concepts of meaning and truth that were not absolute.

4.3.1 Main concepts and ideas

Besides the pragmatists’ concept of meaning and truth, the main ideas central
to this work are their concept of inquiry, the importance of (personal) ex-
perience, and that knowledge and actions equals change. “Introducing the
word ‘pragmatism’ in its present sense, Charles S. Peirce used it to name a
philosophy that traces concepts back to the action of practical life.” (Barry,
2008, p.2)'®" In their view, meaning and truth are not a given to be found, but
developed over time in consensus with others. This is a process, often starting
with a problem, then building a hypothesis, testing it, refining it, repeating it
and always developing it further, depending on context and experience, which
often and in the long run change. A pragmatic stance means the researcher
must reflect on her/his own actions. Pragmatism is also pluralistic, meaning

it is open to different concepts and makes space for more than one basic sub-
stance or principle. Scientific knowledge is meant to have a practical impact on
actions - be a means to an end. It's core is also of continuous experimentation
and collective development. With roots in empiricism, it goes a step further

to imagine a desirable future, not being primarily focused on the past. “What
is philosophically significant in the new science are its experiments and the
methods of experimental knowledge. Experimentalism is not mere empiri-
cism.” (ibid., p.2) It can be identified by its processual world-view, embracing
and introducing abduction together with deduction and induction as scientific
method. Pragmatism can be described as an iterative process of initial abduc-
tive arguments (hypothesis or retroductive inferences), extrapolating deductive
arguments (necessary inferences) and final testing with inductive arguments
(probable inferences) before perhaps going back to deduction or even abduc-
tion, to come - potentially - closer to what the truth refers to in a specific set of
circumstances, before considering the general implications for theory.

Pragmatism should not be viewed as a static school of thought. Classical
pragmatists views need to be understood in the context of the time in which
they were formed and presented. It is clear those initial concepts need to be
adapted to contemporary influences. One crucial common mission still valid
and relevant today was to critique and provide an alternative to the dominant
ideas at the time, notably empiricism. Given the vast scope and influence of
pragmatic thought, any attempt to describe an overview of pragmatism is nec-
essarily incomplete and selective. However, at least one contemporary stream
of pragmatic development is referred to here because it supports this research
endeavor.

Critical and neo (postmodern) pragmatism as represented by John Dewey and
George Mead

Based on the earlier work of James and Pierce, Dewey's perspective empha-
sizes a more socially constructive view. His idea of inquiry (Dewey, 1938)'#
heavily depends on learning and development process divided into three
phases: first, identifying the problem; second, reconstructing the information,
context and circumstances found in the initial context of situation and taking
action; third is reflection, when constructivist activities take place. Dewey
promoted a scientific attitude which involves applying critical thinking to the
practical problems of everyday life. This led to the prefix ‘critical’ pragmatism.
Mead's ideas on ‘identity processes’ (Mead, 1934)'® which are influenced by
external factors such as objects and people and Dewey's scientific attitude are
both relevant to design practice.

4.3.2 Implications for design

The following are relevant in Design Research and complementary to a
pragmatic worldview, primarily the focus on the practical implications of every
scientific inquiry. “Pragmatism is a school of thought that considers practical
consequences or real effects to be vital components of both meaning and
truth. Along these lines | contend that design science research is essentially
pragmatic in nature due to its emphasis on relevance, making a clear contri-
bution into the application environment.” (Hevner, 2007, p.91)'" Second, design
theory is strongly tied to abduction, a term Pierce introduced in 1877, which
goes hand in hand with the idea that research is not purely empirical, but also
imaginative and oriented towards the future and third, it reacts to and reflects
on the consequences of its interactions with and within the environment, also
a design practice supported by the pragmatic ideas of inquiry and personal
experience. “Schon’s account is, to be sure, deeply pragmatic in the ways it
captures not just what we're thinking when we act, but also what we're doing
when we act, seeing that sometimes we want to ask, ‘Do we wish to do more
or less of what we did? Was our working theory, our practical expectation and
anticipation, spot-on or partially blind? Do we need to reframe our thinking or
not?’ These are a pragmatist’s questions, both about theory and practice, both
about how we do what we do and about the connections between our past
doing and our thinking, and our future doings as well.” (Forester, 2012, p.9'%";
Schon, 1983'%%)

4.3.3 Alignment design, Al/ML and case study research - focus on outcome

Besides the aspects mentioned above, for design, the focus and interplay of
knowledge and action is what makes pragmatism an appropriate philosophy.
“The pragmatist attitude is to intervene into the future with the purpose to con-
struct a better world,” (Goldkuhl, 2012, p.87)'% thus creating new knowledge.
Goran Goldkuhl examined extensively the core concepts of Design Science

and pragmatism and set down how Design Research can benefit from range
of pragmatic conceptualization. He writes “.. the as-is world as a starting
point for the design process. ... The whole process of going from problems to
design and use can be conceived in terms of pragmatic inquiry (as defined by
Dewey). The existing as-is is considered as a problematic situation that needs
to be settled through an inquiry comprising observation, evaluation, reasoning
and intervention.” (ibid., p.88) Besides the complementarity between design
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practice and the idea of inquiry, he also relates design process output to the
concept of acting for (practical) change. “The artefact and its features are
seen as means to the desired ends of a use-situation.” (Goldkuhl, 2004, p.22)'%
From this orientation, it is possible to include the additional aspect of Al/ML
algorithms as an output, as well as the impact of real world scenarios on the
methodological basis of pragmatism in a particular context. He suggests three
different forms of pragmatism - discussed below - relevant for Design Science
Research. Combined they offer the full spectrum for a methodological para-
digm that suits the needs of design and the development of Al/ML systems in
real world applications.

4.3.4 Functional, referential and methodological pragmatism

Functional pragmatism (knowledge for action)

Constructive knowledge is the fundamental part of functional pragmatism. The
guiding question is ‘why this knowledge'? The answer is action is the purpose.
In this sense functional means that knowledge should be useful and applica-
ble in action. "Knowledge should be useful for action and change. Functional
means that knowledge should be useful and applicable in action. ... Within
functional pragmatism, it is also possible to add the growing interest in design
science and design theories.” (Goldkuhl, 2008, p.2)'” It is therefore explicitly
prescriptive and guiding attention towards certain phenomena. The knowledge
that is constructed in this form of pragmatism can make contributions to a
local practice (e.g. action research), but also be transferable to general prac-
tice contributions, such as practical theories, models, or methods. In the given
set-up this means that the design inquiry serves as a basis for developing
knowledge which has an impact in the area of Al/ML development in a specific
use case, which can later be transferred to other use cases.

Referential pragmatism (knowledge about action)

Action-conceptualized knowledge is the fundamental part of referential prag-
matism. The guiding question is ‘knowledge about what'? In this case action
is the object. “This kind of pragmatism is concerned with describing the world
(in theories etc) in action-oriented ways.” (ibid., p.3) Referential pragmatism
describes the world in action-oriented ways and makes use of action-orient-
ed theories, such as social action theories, symbolic interactionism, activity
theory, socio-instrumental pragmatism. In the given set up, this means that
the knowledge and insights created draw inferences from the given set-up of
designing in the area of Al/ML in the industrial domain.

Methodological pragmatism (knowledge through action)

Experiential knowledge is the fundamental part of methodological pragmatism.

The guiding question is ‘how to generate knowledge'? In this case action is the
source and the medium. “Methodological pragmatism goes one step beyond
pure observation for capture of empirical data. Intervention in the world with
the particular intent to apply and test different strategies and tactics is essen-
tial in this kind of pragmatism.” (ibid., p.4) Knowledge about the world can be
created through action, or knowledge is based on actions, experiences and
reflections on actions. The ‘true’ nature of phenomena only becomes visible or
obvious after participation in change, exploration and testing the solution. In
the given set-up this means, that the created knowledge and insights derive
from a set-up in a use case in the industrial Al/ML domain from the design
perspective and actions.

4.4 Postphenomenology'*

In order to explore a way to complement the philosophical grounding men-
tioned above, to further elaborate on aspects of understanding humans,
technology, and the relations that evolve between them, looking into aspects
from postphenomenology presents a promising path. This contemporary
strand, which is often referred to as a philosophy of technology, seems to offer
a holistic view and concepts that deepen the understanding of human and the
many different kinds of relations that can emerge with technology in the con-
text of HCI. With the critical point towards a fundamental definition of truth and
reality, it is also a good match for ideas and concepts from general pragma-
tism. Postphenomenology puts its focus on the integration of human relations
with their outside world. “It is precisely this claim to regain access to an
original world that is richer in meaning than the world of science and technol-
ogy, that postphenomenology refutes. ... Science and technology help to shape
our relations to the world... It does not see phenomenology as a method to
describe the world, but as understanding the relations between human beings
and their world.” (Rosenberger/Verbeek, 2015, p.11)'"" In particular it makes

a claim for humans to have relations with technology. "An essential aspect of
the post phenomenological perspective is its focus on case studies of concrete
human-technology relations to technologies. This case study approach reflects
postphenomenology’s commitment to the empirical turn’ and its pragmatic
antifoundationalism.” (ibid., p.32)

4.4.1 Emphasize design and Al/ML aspects

This focus on technology and with this its shift towards artifacts makes it a
relevant paradigm for design in the context of Al/ML. “Postphenomenology
aims to empirically analyze how particular technologies as ‘the things them-
selves’ mediate the relation between humans and their world. This has given
rise to numerous analyses and detailed descriptions of how human existence
is deeply and polymorphously interwoven with artifacts.” (Zwier et al., 2016,
p.314)'%® The classical phenomenology by Heidegger and Husserl viewed
technology as a fixed instance, whereas postphenomenology views technology
as ‘multistable’. Pragmatism bridges the gap here, allowing technology being
multistable and dependent on use-context. “For postphenomenology then,

anti-essentialism means that the character of technologies is pragmatically de-

fined, which is to say that it depends on use-context. ....the character of things
is not essential but is pragmatically constituted in contexts of action, practice,
or use.” (ibid., 2016, p.319) Since this work is situated in a multiple case study
research (concrete context) investigating the influence and implications for
design in the interplay of Al/ML technology, postphenomenological aspects
will be part of the research practice.

4.4.2 Technological mediation

The definition of technology in the context of postphenomenology is not deter-
ministic, meaning that humans and their actions are controlled by technology,
neither is related to a substantivist view, which sees technology as a neutral
instrument and also advocates a separation between subject and object. In
postphenomenology and its perception of technology as mediation, the idea is
that human and technology are interwoven and should be perceived as related
rather than dependent. Technology, in that case, functions as a mediator be-
tween the human and the world. None of the parts are isolated, but they act on
and react to each other. As stated by Verbeek, technology is ‘multistable’?"?%,
which means that the human perception of technology depends on how it is
interpreted while being used and this perception depends on the human that
uses it. Technological mediation allows designers of technology, in this case
Al/ML, to evaluate how new technologies influence the relationship between
humans with their world through technology. Following this concept of tech-
nological mediation, technological artifacts (and processes) play an active me-
diating role in the relations between humans and their world, which will be an
important aspect when thinking about the use of methods for this PhD thesis.
In certain respects pragmatism also shares the objections made by other
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methodological stances. They have in common an anti-positivist attitude,
asking for postmodernist concepts and ideas that are critical of absolute ideas
of knowledge, reality and truth (often so called the ‘empirical turn’), giving and
leaving room for improvement and something new to happen®'. (Interactive)
constructivism comes very close to some fundamental aspects of pragmatism.
Dewey's ideas of experience, inquiry and communication are a great source of
inspiration for some constructivist supporters/advocates. The idea of incorpo-
rating subjectivism and personal context of the researcher in the theoretical
constructions of knowledge is a path worth taking by contemporary construc-
tivist trends. Neubert, who wrote on the discourse from pragmatism and con-
structivism, makes the point that both align in the idea “.. to refer knowledge
claims to the perspectives of the observers who make them." (Neubert, 2001,
p.3)%%2 He further writes, “..for Dewey it is precisely the precariousness and
incompleteness of our established systems of belief and knowledge that time
and again calls upon us for new experimental constructions.” (ibid., p.4) He
sees a lot of consensus between the postmodern methodologies without their
supporters taking notice of this. At the same time, it seems to be a character-
istic of postmodernity that varied interpretive communities of philosophical
discourse tend to co-exist while sometimes taking pretty little notice of each
other. The present juxtaposition of pragmatisms, constructivisms, deconstruc-
tivisms, poststructuralisms and the likes, all operating in their respective
circles, meeting at their respective conferences, and articulating themselves in
their respective publishing organs, sometimes gives one a troubling feeling of
closure.” (ibid., p.7) However, this alignment should only be mentioned here as
a trail and that other methodologies were taken into account that made sense
of the research set-up.

Interim results

The methodological set-up for this concludes with a combination of critical and
functional-referential-methodological pragmatism informed by Dewey’'s model
of inquiry (1938) and Goldkuhl's investigations of knowledge and action (2008,
2011) supplemented with aspects of technology as a mediator, as proposed

by postphenomenological approaches referred to by Verbeek (2006, 2011) and
Ihde (2012). The rather isolated concepts of pragmatism and postphenomenol-
ogy are combined with and incorporate critical and contemporary strands to
orient and adapt to the proposed research set-up. This combination is appro-
priate for the given boundary objects of design in the age of Al/ML based on
case studies in the industrial context. Since this is a rather new research area,
a novel examination of paradigms was needed, since the requirements for the
given research are not fully embraced by a separate methodological ap-
proach, especially in the mainly digital context. Equipped with this framework
it is possible to decide on methods and tools that complement the research
journey. Critical and functional-referential-methodological pragmatism provide
the ground for a case study approach based in the industrial domain with the
researcher playing an active role in the projects: postphenomenology keeps
the focus on the mediation aspects of Al/ML in relation to the humans interact-
ing with it.

4.5 Methods

4.5.1 Qualitative research

This work is overall qualitatively oriented research. It should help generate a
deeper understanding of the issues that are relevant for design in the age of
Al. It is located in a real industrial context and studies and observes real peo-
ple in their real environment. It is therefore not a laboratory setting with fixed
parameters and static input and output. It is explorative, interpretative and

by its nature, iterative. New insights have an impact on the overall research
progress. “.., the researcher may need to reconsider or modify any design
decision during the study in response to new developments or to changes in
some other aspect of the design.” (Maxwell, 2012, p.215) It is also impossible to
determine every single step of the overall research progress. The qualitative
approach is meant to uncover unknown challenges and issues and therefore
produces insights that haven't necessarily been thought of before, therefore

it is in this method's nature to align to those newly found parameters. “The
research process for qualitative researchers is emergent. This means that the
initial plan for research cannot be tightly prescribed, and some or all phases
of the process may change or shift after the researcher enters the field and
begins to collect data. For example, the questions may change, the forms of
data collection may shift, and the individuals studied and the sites visited may
be modified. The key idea behind qualitative research is to learn about the
problem or issue from participants and to address the research to obtain that
information.” (Cresswell, 2014, p.235)

Al and ML are typically domains of statistically based methodologies and quan-
titative methods. However, a lack of qualitative input is missing. This issue is
argued, e.g. by Judea Pearl and Dana Mackenzie in their ‘The Book of Why'?%,
“Over and over again, in science and in business, we see situations where
mere data aren't enough.” (Pearl/Mckenzie, 2018, p.6) “I know how profoundly
dumb data are about causes and effects.” (ibid., p.16) “If | could sum up the
message of this book in one pithy phrase, it would be that you are smarter
than your data.” (ibid., 2018, p.21) Therefore this research wants to put empha-
sis on qualitative methodology. However, since it is situated in the Al and ML
context, it will certainly touch on statistical and quantitative data approaches,
too, which is not a negative thing. Combining both approaches adds value by
adding accuracy to the findings of the qualitative part, while at the same time,
adding meaning and context to the quantitative part, thereby underlining the
strength of both approaches and combining them to overcome their weakness-
es. But this is not the focus or the main aspect of the research design.

Qualitative research vs. accuracy and generalizability

Activities related to qualitative research comes with matters of accuracy

and generalizability. The openness and flexibility of its use comes with some
challenges. “In the case of qualitative data, the explicit goal is description.

The clear issue articulated in much of the literature regarding qualitative data
analysis (QDA) methodology is the accuracy, truth, trustworthiness or objectiv-
ity of the data. This worrisome accuracy of the data focuses on its subjectivity,
its interpretative nature, its plausibility, the data voice and its constructivism.
Achieving accuracy is always worrisome with a QDA methodology.” (Glaser,
2004, p.1)™ Those aspects call for a very transparent data collecting and
analyzing process, as well as a clear strategy about which research partici-
pants to recruit and which methods to use. Also keeping in mind the size of the
data sample, as Udo Kelle points out. “Qualitative field research is in discredit,
due to a very small data sample size and missing objectivity in field reports, to
produce insights which misjudge the empirical phenomenon studied.” (Kelle et
al., 2017, p.58)%% A robust qualitative study is supposed to be transparent and
correlate to multiple data sources.

Another aspect is the difficulty generalizing the findings from one or a couple
of qualitative field studies to a broader scope of similar spaces. Practitioners
in the area of qualitative research therefore prefer to talk about transferability
of their research findings. “The generalizability of qualitative studies is usually
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What is a case study? According to Robert

K. Yin the definition of a case study can be
divided into ‘the scope’ as well as a ‘technical
definition’. (Yin, 2003) Both parts conclude

in an operational definition of a case study.

“A case study is an empirical inquiry that a)
investigates a contemporary phenomenon
within its real-life context, especially when

b) the boundaries between phenomenon and
context are not clearly evident.” (ibid., p.13) The
problem space of this research meets those
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based not on explicit sampling of some defined population to which the results
can be extended, but on the development of a theory that can be extended

to other cases (Becker, 19917%; Ragin, 1987°%7); Yin (1994)%% refers to this as
‘analytic’ as opposed to statistical, generalization. For this reason, Guba and
Lincoln (1989)%% prefer to talk of ‘transferability’ rather than ‘generalizability’ in
qualitative research.” (Maxwell, 2012, p.246) This is a very important point that
is also relevant to this work.

4.6 Mutltiple Case Study Research

The first sequence of this research is related to multiple case studies located
at the Digital Industries division of Siemens AG, Germany. The studies derive
insights and findings from the perspective of a mixed team developing Al
systems in an industrial context. The researcher is an active part of one of the
development teams. A specific project related to the optimization of predictive
demand planning for a production site of industrial controls is chosen as the
initial focus for the study. Further use cases within the given context, but in
different locations, are available and accessible for study. This part is meant to
support the hypothesis that a lack of Human-Centered-Design in Al develop-
ment is a root cause (amongst others) of issues related to the implementation
of such systems in the real world. A more detailed project description will be
provided in Part IV. Problem Space, Chapter 5.

Within the given research approach an initial hypothesis was postulated,
namely that the lack of Human-Centered-Design is posing challenges to the
development of Al systems, as well as during their final implementation. This
theoretical proposition was formed due to the involvement and the accessibili-
ty of the researcher to a development team in the industrial Al context, besides
an initial literature review on topics in design and Al/ML. “.., theory develop-
ment prior to the collection of any case study data is an essential step in doing
case studies.” (Yin, 2003, p.29)?'0

4.6.1 Selection criterion

The study was initiated to find out why and answer how to cope with the
emerging challenges. .., case studies are the preferred strategy when ‘how’
or ‘why’ questions are being posed, ..., and when the focus is on contemporary
phenomenon within some real-life context.” (ibid., p.1) Besides, the study had
already discovered issues in a literature overview and the diverse opinions and
perceptions of the participants in the study was additionally aimed for. Since

case study research helps to “.. understand complex social phenomena.” (ibid.,
p.2) it became even clearer to choose this method.

The three following aspects need to be clarified in order to make an informed
decision about which research approach makes sense; “a) the research ques-
tion, b) the extent of control the researcher has over the events and c) the fo-
cus on contemporary procedures”. (ibid., p.5) If ‘a" is focused on ‘why" and ‘how’,
‘b’ is answered with no and 'c’ is answered with yes a case study research is
the right choice.

Furthermore the orientation towards a focus for the case study can be differ-
ent in its research objectives, either explorative, descriptive or explanatory.
“There may be exploratory case studies, descriptive case studies, or explan-
atory case studies.” (ibid., p.3) The initial hypothesis and the related research
question(s) guide the decision which approach to follow. Case study research
is not fixed to one of the mentioned principles, nor is this kind of research only
an initial step in a larger research endeavor which needs to be supplemented
with additional paradigms from other scientific stances. It is an entire meth-
od on its own, which can be used for data collecting frameworks, as well as
data analysis. Above those aspects “.., case studies can be based on any mix
of quantitative and qualitative evidence.” (ibid, p.15) Which is a good fit to the
flexible and iterative approach to the pragmatic stance.

4.7 Correlation of Expert Knowledge and Design Focus

The second sequence of this research is concerned with the question of how
designers can specifically influence and drive the development of Al systems,
given that the hypothesis of case study research is proven. Additionally, it
poses the question of what needs to be done in order to enable designers to
actively take part in the development process. This research step ought to
involve input from experts and a broader scope of sources, also outside the
given case studies. Furthermore, it is supposed to supplement and validate the
findings from the former sequence. It is therefore focused on two input sourc-
es: experts from the field of Al and Design and the experience of designers in
the context of Al development found in secondary literature. A more detailed
description will be provided in Part IV. Problem Space, Chapter 6.

Being not only a researcher, but also an active part of the development team
of the Meta-Sample enables the researcher to add an additional expert opinion
towards the topic and can therefore be used as supplementary knowledge and
data input. While data collection still depends on more sources than purely on
the very own experience of the researcher, in pragmatism the bias and exper-
tise of the researcher is taken as a given and as an additional source of mak-
ing sense of the gathered data. Enriched with the experience and perspective
of other practitioners and researchers also involved in the field, this approach
aims to generate the necessary knowledge to further support hypotheses and
find initial answers on how the enablement of designers in the context of Al
can be achieved.

Interim results

The methods used in this thesis, namely an overall qualitative approach rep-
resented by case study research, expert interviews and a structured literature
review, related to the boundary objects of design, Al/ML and the industrial
domain, are supported by the methodological framework, as stated in Chapter
4.2.1. Methodology and methods strongly depend on each other and the given
set-up ensures that the criteria and requirements both sections imply are
maintained. This also sets the stage for the following chapter that is concerned
with the tactics and tools used to conduct the actual research.

4.8 Research Tactics and Tools

4.8.1 Data collection

As stated above the methods section is divided into two parts. It is overall
qualitative, but related to case study research and expert input. Therefore the
data collection is also split in a twofold way, a) a generative research approach
and b) an evaluative research approach. At the same time presenting divergent
and convergent activities.

The generative research approach is set out to generate meaning on a new
level of knowledge about people or new ideas?'". These kinds of research
tactics are supported through exploratory research tools, such as interviews,
observation and co-creation activities. The following data collection tools are
planned for use for this research framework:

1. Semistructured 1to1 Interviews with the development team, involved stake-
holders and management within a multiple case study research set-up (Meta
and Beta-Samples).

Based on the initial research questions and the findings from secondary re-
search, an initial interview guide for the Meta-Sample interviews was devel-
oped. After the first round of interviews adjustment and reframing of interview
questions (theoretical sampling) for Beta-Samples Karlsruhe and Berlin were
conducted. This meant starting with a set of questions and interviewing partic-
ipants in a very open manner. After each interview the researcher had a better

211. Anderson, Nikki, “Not Sure Which User
Research Methodology To Use? Start Here.",
2020. Retrieved from https://dscout.com/
people-nerds/how-to-choose-a-methodology.
(Accessed on 2022-11-21)
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https://dscout.com/people-nerds/cross-
tabs-101. (Accessed on 2022-11-21)

214. Herzberg, Kyle, et al., "Foolproof Qualita-
tive Analysis Tactics”, 2019. Retrieved from
https://dscout.com/people-nerds/qualita-
tive-analysis-any-timeline.

(Accessed on 2022-11-21)

44

understanding of the topic/issue and could focus on the emerging topics.
“Theoretical sampling is the process of data collection for generating theory
whereby the analyst jointly collects, codes and analyses the data and decides
what data to collect next and where to find them, in order to develop the theory
as it emerges.” (Glaser, 2004, p.10)

2. Contextual inquiry, as in situ participant observations and informal conver-
sations.

3. Active role as a team member of the Meta-Sample as a UX designer. Active
part in the development of the solution. Detailed in-depth insights on the
progress of the project, such as occurred problems, issues, as well as positive
aspects and turns.

The evaluative research approach, is set out to evaluate the meaning of
something that exists and how usable that thing is. These kinds of research
tactics are supported through research tools that focus on certain aspects and
narrow down the scope, such as surveys, usability tests and benchmarking ac-
tivities. The following data collection tools are planned for use in this research
framework to bring in focus on design relevant themes:

1. Focused and structured 1to1 expert interviews with Siemens AG internal
Al/ML experts, as well as with external consultants and experts in the area of
design and Al.

2. A systematic literature review from secondary research conducted by other
researchers in the area of UX and Al (paper publications).

4.8.2 Data analysis

1. Immersion in the data. Going through interview transcripts and quotes from
papers to gain knowledge and a general overview of the data and the richness
of information.

2. Based on interview transcripts tagging®?/(open) coding (descriptive and
thematic) of the themes with regard to challenges during the process (design
specific, use case specific, overall relevance) were conducted.

4.8.3 Data synthesis

1. Theme/framework development, here it essentially means taking a bundle

of tags or codes and making a meaningful narrative or story out of a set of in-
sights. This stage of the process is usually described as ‘synthesis’. Compared
to analysis, it's the creation and application of tags or codes (as well as notes).

“.., there is plenty of room for bias in any attempt to explain what you see. We
humans like to believe the world is a systematic, rational place, so we tend to
fill in gaps with assumptions and causal structures that may or may not be
accurate.” (Goodwin, 2009, p.222)

2. Evaluate the findings and insights, such as how many participants men-
tioned the codes (e.g. using cross-tab checks?').

3. Narrative for the output and how to communicate and deliver the findings
(e.g. storytelling?’4).

4.9 Conclusion

This PhD is partly theoretical, as well as practical, hence a kind of ‘mixed’ ap-
proaches are being used (see Fig. 4.2, p.46). Choosing a research set up which
reflects this fact is therefore pivotal. Furthermore, as discussed in Chapter
1.3.2, it is necessary for designers to find their own way and means of doing
research and representing a voice in the science driven community, which
means borrowing procedures and operations from the strong heritage of those
scientific resources, but adding their very own flavor to them.

".., for it begins with the understanding that no single research methodology
could possibly account for the diversity of inputs and outputs to contemporary
design practice and process.” (Lunenfeld, 2003, p.10)

Critical and functional-referential-methodological pragmatism informed by
Dewey's model of inquiry (1938) and Goldkuhl's investigations into knowledge
and action (2008, 2011) supplemented by aspects of technology mediation in
postphenomenology, as provided by Verbeek (2006, 2011) and Ihde (2012),

is the methodological set-up of this research. This approach embraces re-
quirements from design and technology (Al/ML) stances, while providing the
ground for qualitative research inquiry through multiple case study research
as defined by Yin (2003) and the reflective practice of the researcher herself
supporting an outcome that can be defined as an artifact and is suited for a
practice based approach.

The research paradigm and the research purpose need to be aligned. This

work therefore follows an overall empirical approach, mixed with bits and

pieces of imagination. Pragmatism, with a focus on critical and design specific

pragmatic influences (functional, referential and methodological) being the

best fit to align with an advanced practice which deploys research methods

appropriately, but flexibly. It embraces overall qualitative methods that provide

a deep understanding of the related issues and their causal relations, but

additionally presents a mixed methods approach to incorporate quantitative in- | 215. Purpura, Stacey, “Overview of Quantita-

sights?'® from the Al/ML domain as well. To closer link the research approach tive Methods in Design Research’, in Design

to the effects of technology and its mediation abilities postphenomenology is Research: Methods and Perspectives / [edited
- . byl Brenda Laurel, The MIT Press Cambridge,

added to the overall set-up. This presents a novel methodological approach for | pp. 63-69, 2003.

this rather new research area.

The first sequence of the actual research execution is presented by a (multiple)
case study research approach. While being based on concrete hypotheses and
to use best practice to gather data and validate those hypotheses is the main
reason why this method was chosen. It is appropriate for the given condi-
tions of the goal and set up of this research. It is focused around the research
question that a lack of Human-Centered-Design is a root cause for pitfalls and
challenges when developing Al/ML solutions.

The second sequence adds expert concepts and perspectives. It combines
secondary research about the experience of practitioners in the field of Al and
design and personal experience from the researcher to bridge the gap to the
Solution Space. It is framed by the guestion of what needs to be done in order
to enable designers to strive and have an impact on the development of Al and
ML systems, more specifically, what are the design specific issues, what are
the key criteria and drivers, and, ultimately, what are the main potentials?
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Figure 4.2: Overview and summary of the chosen research approach




Chapter 5. Case Study Research | s proposed by Yin (2003

5.1 Introduction

This chapter presents the research from multiple case studies and expert

and external input. The relevant research tactics and tools have been derived
from the methodological set-up defined in Chapter 4. As such, the first se-
guence represents a convergent approach exploring a variety of pitfalls and
challenges for the development of Al agents in the industrial domain, whereas
the second sequence takes a divergent approach while focusing on the design
relevant concepts for the development of Al based agents, outside the industri-
al Al area as well.

Explore the Problem Space: Overall Pitfalls and Challenges

5.2 Case Study 01 - Meta-Sample Beta-Sample 2
Berlin

This study addresses the hypothesis that current Al development is missing e

the Human-Centered-Design perspective, such as lack of a) system controlla-

bility, b) conformity with user expectations, c) self-descriptiveness and d) error

robustness, with the challenges that occur as a consequence. The purpose of

this exploratory sequential design is first to qualitatively explore with a small

sample and then determine if the qualitative findings are generalizable to a

larger sample. The first phase is a qualitative case study related to the devel-

opment of an ML solution in an industrial setting in which semistructured 1to1

interviews are conducted with the development team and involved stakehold- Beta-Sample 1
ers at Siemens AG DI (Digital Industries) Data Lab in Munich, Germany and its Karlsruhe
internal customer from a Siemens AG factory which produces hardware com- .8 Meta—gample
ponents for the factory automation market in Erlangen, Germany. From this Erlangen

initial exploration, the qualitative findings will be used to develop assessment

measures that can be administered to a large sample. In the planned cross

case validation phase, additional data from two other case studies will be col-

lected from the relevant development team members, one similar Siemens AG

factory site which produces another hardware component for the factory auto- Figure 5.1: Map of Germany with locations from
mation market in Karlsruhe, Germany and a second one from another Siemens ~ ¢ase study research

AG business, namely S| (Smart Infrastructure) units hardware production site

in Berlin. All three cases use the same ML technology for their factory planning

process, namely time series forecasting, which makes them comparable. Time series forecasting is based on historic
data points for making predictions about the

. . future development of the given data set.
The purpose of this first study is to explore how the development of Al systems Algorithms that are related to this kind of

is perceived by the team members and stakeholders of a case study in the problem-solving use observations from the
domain of industrial Al at Siemens. The initial qualitative semistructured 1to1 past as a basis for making a prognosis in the
interviews with the eight team members’ goal was to get an in-depth under- future to drive decision-making.

standing of what specific issues emerged from their point of view, including

key aspects from a design, data (science) and business perspective. The cross

case approach aims to further validate the initial findings and explore any

additional issues that emerge.

5.2.1 Research design factory Erlangen

Over the course of the following paragraphs ‘Meta-Sample’ will refer to the
initial case study from the factory use case in Erlangen, Germany, which was
used to identify the first relevant themes that occurred during the development
process, in trying to prove whether the hypothesis of the missing Human-Cen-
tered-Design focus was the reason for pitfalls and challenges amongst other
concerns. However, ‘Beta-Sample(s)’ will refer to the cross case validation
case studies from similar projects in factory sites in Karlsruhe and Berlin,
making sure that the initial findings are transferable to other similar case stud-
ies as well as making sure not to miss out on any additional emerging themes.




Technology Assessment describes a process
that aims to identify and measure the eventual
impacts of aspects of technology early on in
its development cycle. It is intended to inform
public, political and general decision-making.
It examines the short and long term conse-
guences of the application of technology. The
assessment is related to societal, economic,
ethical and legal issues.

216. Siemens AG: Industrial Controls - SIRIUS.
Retrieved from https://new.siemens.com/glob-
al/en/products/automation/industrial-con-
trols/sirius.html. (Accessed on 2022-11-21)
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|. Research questions

What does the development process of industrial Al/ML solutions look like?

> Why do problems occur during the development?

> Why do a lot of Al solutions fail in the implementation phase? What are
the pitfalls and challenges?

> How does the industrial context influence the overall set up? Why is this
approach different?

> How can HCD and UX influence the development process of Al-infused
systems?

> How is the process different to current software/digital transformation
projects?

II. Initial propositions

Currently the focus of Al/ML development projects is on technological feasibili-
ty. Design, data science and business domain knowledge are not aligned.
Design in the development of Al agents is not perceived as a crucial expertise
to be included right from the beginning of those projects.

[1I. Unit of analysis

This inquiry is overarching about technology and its impact and relation
towards and with humans (philosophy of technology as mediation as proposed
by postphenomenology). Concepts and implications such as Technology As-
sessment (TA), Human-Computer-Interaction (HCI), Human-Centered Al (HCAI),
play a central role. It is also about the dynamics and working mode of the
development team, as well as their development process.

> Time Horizon: Project start April 2018 (PoC was created at the end of 2017)
project end January 2020

The interviews with the eight team members were conducted in August and
September 2019. The predictive demand planning system was successfully
installed at the factory in Erlangen, final adjustments and a testing phase were
the next steps.

>> How does the literature review contribute to the selection of the case
study?

The field benefits from insights into real life use cases as examined in the
relevant literature (see Chapter 3.6). This work wants to be relevant to sci-
ence and research, as well as practice and industry, therefore the initial step
of this work analyzed a use case within Siemens AG Digital Industries factory
automation unit, a real world scenario as a basis for scientific analysis. A lack
of human input is perceived as a problem for Al systems development. This is
the initial hypothesis which should be validated with the Meta-Sample and its
cross case validation samples.

IV. Project description
Predictive Demand Planning (Erlangen, Germany) Industrial Al

A use case from Siemens AG, business division Digital Industries, was the
initial Meta-Sample for this research. Al is used to predict how many pieces
need to be produced for a factory in Erlangen, Germany. ML algorithms predict
future demand of their products, so-called predictive demand planning (PDP)
with time series forecasting using convolutional neural networks (CNNs are

a method from Deep Learning). The business division Digital Industries offers
hardware components as well as software to automate production sites. The
portfolio represents solutions for Industry 4.0. The factory in this use case is
‘Geratewerk Erlangen’. Hardware components from the model range SIRIUS?'®
are produced in this related factory. The production itself is mainly automated.
With the hardware components of the SIRIUS range (see Fig. 5.2), Siemens of-
fers a comprehensive portfolio around industrial automation technology. These
products can be combined in a variety of possible solutions and installed easily
due to their modular components and design. The components are easily
integrated into decentralized systems and units which are optimally matched

to each other. The downside of this flexible and modular offering to Siemens'’s
customers is the variety of products that can be ordered and purchased, mak-
ing the planning process an important aspect for the overall success of the
production site.

Figure 5.2: A selection of the SIRIUS modular system hardware products range

The goal of the project is to improve and optimize the factory demand planning
process, which is becoming better at estimating the required output of the
factory - the quantity of hardware components which need to be produced in
order to keep to the date of delivery requested by the customer. In the last two
years prior to the setting up of this project, actual demand for ordered pieces
exceeded the factory demand plan (see Fig. 5.3) multiple times over, outper-
forming the capacity of the production sites. The result was a supply chain
shortage and the inability to deliver to customers. Besides market behavior
and other macro and micro economic factors, the quality of the factory demand
plan was perceived as a potential root cause for this mis-planning.
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Figure 5.3: Visualization of current factory planning process/workflow, with
integrated ML solution

That was the starting point for the setting-up of the predictive demand plan-
ning project using so-called time series forecasting. An initial Proof of Concept
(PoC) with a small data sample was supposed to prove whether or not an ML
solution using convolutional neural nets would be a possible improvement to
the factory demand planning process. The PoC using ML predictions to support
and optimize the quality of the factory demand plan was producing very accu-
rate figures. This proved to be a very promising direction to develop the idea to
use ML even further and scale it towards a greater number of products. Digital
Industries’ own data lab was delegated to develop the solution. The team'’s
task was to further develop the PoC into a productive system which could be
implemented and used on a weekly basis.?'®

The Meta-Sample is the starting point for all further investigations and served
as an initial source of inspiration and information. The acquired knowledge was
then validated and compared to two additional case studies within Siemens AG
dealing with the same problem and using a similar technology as a solution,
namely a factory in Karlsruhe, producing another range of Digital Industries

Advanced Planning
& Optimization

217. Sales rather tends to underestimate their
oder forecast, which is due to their salary
system based on bonus. They get target

KPI's based on their forecast, if they reach or
overreach that goal, they get a bonus, if they
don't reach it they don't get a bonus. On the
other hand, the shop floor and the material
procurement rather like to overestimate the
order intake. For them it is easier to handle a
lower number in actual orders than a higher
number of products they need to produce.
This is a conflict of interests that is based on
different human goals which is a root cause for
difficulties in the manual factory plan. None of
the mentioned approaches is based on actual
customer orders.

218. When the interviews were conducted in
2019 the project was being implemented for
the customer in the factory site in Erlangen.
This project had a very high priority since
the problem exists in many other production
sites as well and the need for such a demand
planning support was huge and the need to
scale such a solution was immense, and had
the potential to provide a positive impact for

Siemens overall.
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220. The first attempt to transcribe the inter-
views was done using Al. This was in 2019
(otter.ai and trint.com) The results have been
very bad, especially on German interviews.
Later on in 2021 the language models perfor-
mance improved seriously and those ML based
tools became a helpful support of this data
analysis (for more information see Appendix 1.
page 175).
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factory automation hardware components and a factory in Berlin producing
hardware components from the Smart Infrastructure hardware range

Theoretical proposition(s): The case study should show that in current Al de-
velopment projects, the Human-Centered-Design approach is missing, causing
pitfalls and challenges.

Rival theory: The case study should show that no pitfalls and challenges oc-
curred during the development and therefore no changes to the process were
needed.

Without the focus on Human-Centered-Design aspects, the full potential of

Al systems is ignored. The negative aspects of the technology could be more
evident to humans than the possible advantages. Malfunctions and bad user
experiences could become more frequent and erode trust in those systems. A
fruitful collaboration between human and machine is in peril. In particular, the
industrial Al context is potentially at risk, since most of the time, the end users
cannot decide which solution is implemented and they are not involved in the
development process. Missing out this factor might just be spotted when the
goods have already been delivered to the customer. Additionally, the focus of
industrial Al/ML use cases is on optimization, which oftentimes is a discourag-
ing measure for human involvement.

If the hypothesis is supported, the research questions regarding the enable-
ment of the designers need to be taken into account as a next step. If design-
erly ways of working can have a very positive influence on Al development,
how can this be done and ensured? This needs to be defined, established and
implemented. The necessary methods, tools, processes to reach this goal still
need to be analyzed and designed. A mix of theoretical groundwork and real
world use cases is needed to reveal the current state of affairs and define what
skills and tools are necessary for designers to contribute to the development
of Al systems.

V. Data collection
This case study research used various principles of data collection:

1. It used multiple sources of information, such as interviews, observations,
project results (presentations, dashboards, software), literature

2. The information was stored in a case study database with anonymous data,
transcripts, interview guides and reports

3. With this it has been possible to maintain an audit trail

Data collection for the Meta-Sample was done by direct participation and
observation, from the early stages in the development process. Qualitative
semistructured 1tol interviews with all team members, involved stakeholders
and management were conducted during the final implementation of the prod-
uct. In addition, direct observation of and with the factory planners before the
implementation and afterwards were conducted.

The upfront interview guide was organized in three different sections, namely
a) overall project set up related questions, b) process related questions, and

c) HCD/UX related questions. In total eight 1to1 interviews with the team
members and relevant stakeholders were conducted (P1 - P8). The chosen
sample size represented a variety of opinions and qualitative input, however, it
was also shown to be the right amount of input to sustain repetitive informa-
tion among all participants. It therefore proved the validity and reliability of the
initial part of the case study research to establish an informed and data driven
decision for the next steps?', ensuring the quantitative concept of sample size
was present, even for qualitative research activities.

All interviews were transcribed??. Impressions from contextual inquiry/partic-
ipant observations supported the process of sense-making and data interpre-
tation - as well as the available project results which were accessible to the
researcher.

VI. Data Analysis & Synthesis

This case study research used various principles of data analysis:
1. Immersion in the data

2. Inductive and deductive data analysis tagging/(open) coding (descriptive 221. Braun, Virginia, and Clarke, Victoria,
Using thematic analysis in psychology”, Qual-

i~)221
and thematlc] itative Research in Psychology, Vol.3, No. 2, pp.
3. Theme/framework development 77-101, 2006.
4. Evaluation of the findings
5. Narrative and storyline

The first part of the data analysis followed an inductive approach, it was
strongly linked to the gathered qualitative data from the interviews and not
to any theoretical framework (Braun/Clarke, 2006). First, the transcribed
interviews were read to find meaningful sections. Second, the sections were
analyzed looking for patterns and codes, in particular, challenges and barriers
which occurred during the development of the Al system were examined, this
having organized the data into more abstract pieces of information and the
codes attached (see Fig. 5.4). Third, these codes were systematically grouped
into categories dealing with similar issues, while the same code could be
linked to more than one category. This was an iterative process, going back
and forth through the data, refining and renaming the codes and patterns and
identifying how they were related to each other, while the next step, grouping
the categories again, established a comprehensive set of themes. Data anal-
ysis resulted in 59 codes, 4 groups and 15 themes. Fourth, trying to evaluate
whether or not the data gathered contained enough evidence to support each
of the themes. Making clusters of a) codes that were expected, b) codes that
were surprising, and c) codes that are unusual, comparing this to other, overall
Al challenges from other domains and external sources. This represents the
deductive approach of the research. Fifth and finally, naming the themes with
the requirement to find a short phrase that represents the essence of each
theme. Also adding a short description to make the concept of each theme
obvious, clear and reflect the meaning of the data collected.

“We really had a hard time evaluating and justifying
what a good prediction is.” (P1)

“People don't want to hear, or do not understand that
maybe | have a couple of products that are simply not
predictable.” (P3)

“We were able to prove that our forecast was better

,Good' predictions

than the planning data.” (P6) —©

“We should have put more emphasis on the definition Definition of Done
of done. When is good, good enough.” (P2) —9

“One key insight from this project is that there is not KPI Definition

this one KPI or error metric. We can provide sugges-
tions, but it is worth looking into different numbers and
metrics, in order to derive a decision.” (P5)

“What was really convincing about the algorithmic
forecast was that we were able to reduce the planning
errors.” (P7)

Impact of Results

Table 5.4: Sample of interview data extract with code applied
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Scrum is a framework that supports a specific
type of project management. It is characterized
by lean processes, step-by-step development -
so called sprints - and regular feedback loops.

It was originally used in software development,

but is now used in many other domains and
industries where an iterative approach is
valuable.

Meta-Sample

Erlangen

Figure 5.5: Map of Erlangen

54

5.2.2 Research execution Erlangen
Interviewed team members and their roles:

P1 - Scrum Master (German)

P2 - ML Engineer (German)

P3 - Project Manager/Stakeholder / Supervisor (German)
P4 - Data Scientist (English)

P5 - Sr. Data Scientist (German)

P6 - Data Analyst (German)

P7 - Product Owner (German)

P8 - Planner (German)

The overall project team also included a UX Designer (the researcher of this
thesis), as well as other stakeholders involved, such as the upper manage-
ment, additional planners, and the factory manager.

Project goal

P3: “The goal of the project is how can we use Machine Learning to automate
a process for demand planning - on a product level - that is running manually
today and, based on data, obtain a proposal for a prediction for the next twelve
months that is not biased by humans and thus improves not only performance
but also process efficiency. To, in the end, optimize material planning.”

5.2.3 Detailed participant input (P1-P8)

PT = SCRUM MASTEI oottt eass s .

The first interview was with the SCRUM master of the project. This person has
a background in IT and strong expertise in software development projects (not
necessarily Machine Learning) following the SCRUM methodology. The person
joined the team right from the beginning (April 2018) after the decision was
made to set-up a team and a project from the initial PoC. The interviewee was
overall very positive about the project, its development and outcome so far.
She spoke in high terms about the team dynamics and spirit. However, she
was very aware of the problems and unforeseen issues the team was facing
during the development. In her opinion a lack of knowledge and wrong expec-
tations on the management and business domain side were the root cause for
most of the issues. On the other hand, the iterative working mode helped a lot
to offset the problems and support the teams’ flexibility to respond to those
issues.

Detailed input: Al in general

The interview participant had the impression that a lot of Siemens manage-
ment, as well as employees, realized that Al and ML are hyped at the moment
and therefore perceived it as a solution to every problem without really having
any notion about the technologies capabilities and boundary conditions. P1: “..
the management... who sometimes get the KPI to use trendy technologies just
for the sake of it.” She also mentioned that she is not an Al/ML expert, but that
she has the basic expertise needed to successfully embrace the potential and
advantages of the technology.

Detailed input: Project & process related

One of the interview participants main pain points was the ability and agree-
ment from the business domain to judge a ‘good’ prediction’. P1: “What was
really difficult, is to judge whether or not it is a good prediction.” She said that
they had a lot of discussions and disagreements about that topic. In her view
the final decision is still to be made at the point of the interview. One reason
is the lack of knowledge about Al/ML accuracy measures on the business do-

main side, as well as the lack of trust in the algorithms output on the planners’

side. She perceived the iterative working mode and the sprint logic as a main
factor for success.

P1:. “We had a couple of test phases with productive data, two, the one in
August was very helpful, because we figured out that we need post-processing
steps. We couldn't use the pure algorithmic output.” Collecting feedback in her
view was a way to better understand the business domain and build trust in
the forecasting output.

Detailed input: HCD/UX related

She perceived design as a way to make something look nice. P1: “Before |

got to know you, design to me was purely a styling issue.” But she mentioned
that working with an UX design expert had changed her perception. She now
understood HCD and UX more as a way to focus on requirements from users
and different stakeholders, shifting the pure focus from technological feasibili-
ty. In her view, HCD and UX are highly valuable for focusing and prioritizing the
most important project requirements, also meaning that HCD and UX do not
only provide new requirements and features, but also eliminate those which
are not necessary or useful.

P2 - ML Engineer

The second interview was with the ML Engineer. This person has a background
in IT with a strong focus on ML development projects. The person joined the
team right from the beginning (April 2018) after the decision was made to set-
up a team and a project from the initial PoC. The interviewee was overall not
very positive about the project, its development and outcome so far. He was
very concerned about the issue of forecasting per se. In his view, making pre-
dictions about the future from historic data is more a good guess, rather than
a clear statement. He was very aware about the problems and unforeseen
issues the team faced during the development. In his opinion, a lot of aspects
played a role in the issues that emerged.

Detailed input: Al in general

One point he made were the high expectations of the management and busi-
ness domain side. P2: “.. | had the impression that the expectations at the
GWE were too high, ..." The initial PoC proved to be very accurate for a very
minimal amount of products, but set the stage for the rest of the project. P2:
“The problem is, so to speak, if the results of the prototype are too good.... at
the beginning we showed results, with a certain technology and an approach
that we could not really operationalize in that way.” By adding more and more
products to the data set, it became clear that the initial performance from the
algorithmic forecast could not be kept. Instead of looking into the quality and
amount of data, the discussion was more around the performance and im-
provement of the model instead. The involved parties were also not aware of
the uncertain and open character of ML development projects, which caused a
lack of understanding of certain process steps and loops. P2: “In ML projects
there is the point where everything is open. Everything is new and you can not
tell where this will end.” The interview participant also suggested an iterative
approach as the only working mode for this kind of project.

Detailed input: Project & process related

Another aspect he mentioned was not having enough resources to properly
work on all the issues and requirements for the size of the project, therefore
also not being properly able to fully understand the manual planning process.
P2: “I personally think that we do not really grasp and understand the current
manual planning process to be able to understand all the questions that are
raised by the planners”this meant not being able to address all the necessary
features and steps to produce a solution which was valuable for the planners
and therefore the likelihood of their acceptance was very low. He also saw a
huge gap between the technology used for the PoC and the possibilities for the
implementation of the final solution regarding the software architecture and
infrastructure in such a regulated domain. The initial set up was impossible

to scale to all the products the factory was producing. A lot of time and effort
was put into the search and set up for the final productive environment. P2:
“You sort of had a prototype that you couldn’t use productively that way.” He
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also saw a huge problem in the agreement for the ‘definition of done’. P3: “We
should have put more emphasis on the definition of done. When is good, good
enough.” The interviewee also mentioned that he felt they were only present-
ing the results from very accurate and high performing products to keep the
management and business domain people with a positive attitude towards the
project, but also knowing that this would be a biased representation putting
even higher expectations on the final solution. P2: “We tend to present our
forecasts too positively.”

Detailed input: HCD/UX related

He perceived the input from the HCD/UX expertise more comparable to
change management. To figure out how the current manual planning process
could be changed in order to potentially convince planners to use the numbers
produced by the algorithmic forecast, P2: “We thought the acceptance and
trust of the planners in the forecasts improved and they used it and then we
got to know it's not.”

P3 - Project Manager/Stakeholder/SUPErviSOr mminseseeeeesesssssssssssssssssne.

The third interview was with the initial project manager, later throughout the
project this person became more a supervisor and was not actively involved in
every process activity anymore. This person has a background in finance and
a strong expertise in the business domain of the project. The person joined the
team right from the initial PoC phase (end 2017). The interviewee was overall
very positive about the project, its development and outcome so far. She was
very aware of the problems and unforeseen issues the team was facing during
the development. In her opinion the technology and data driven focus of the
project were the root cause of most of the issues. For her, any of that kind of
digitized project needs to be additionally supported by a change in manage-
ment activities.

Detailed input: Al in general

The interview participant mentioned that the initial data sample for the PoC
was a bit random. Most of the products were so called ‘high runners’, meaning
that the amount of orders was very high and therefore the amount of historic
data points was huge, resulting in the good performance of the algorithmic
forecast. In the next phase, when the project and team were set-up in April
2018, the product owner and the data scientist put more effort into defining the
data sample set. Also, products with a smaller amount of historic data points
were used for the algorithmic prediction, resulting in a drop in performance
and accuracy. This was a surprise for the management and the business do-
main experts and a big lesson learned for the development team. The impor-
tance of carefully defining the initial data sample set for the first PoC needs to
represent a variety of possible data points in order to fully validate a potential
model performance.

Detailed input: Project & process related

The technical development team tried to understand the manual factory
planning process, but in hindsight, failed to fully grasp it. In her view, this was
partly due to the lack of involvement of the planners, as well as the awareness
of how important this factor would be. Any technological solution, whatever the
accuracy and value might be, equals a change and therefore needs to incor-
porate change management and building trust. P3: “This is nothing that you
develop from scratch, it is sitting on top of something that is already there and
therefore it is a lot about change. And especially with Al it is a lot about trust.”
As with the other two interviewees she agreed that the definition of a ‘good’
prediction was an issue, as well as the lack of Al expertise which led to wrong
and too high expectations.

Detailed input: HCD/UX related

She was convinced that HCD/UX expertise was a highly crucial factor for the
success of the project. However, she also declared that sometimes, the tech-

nological focus was the primary driver. P3:“We had this a couple of times, that
we totally focused on the technological aspects and the model generation and
performance. We completely forgot about the users.” She said that the proj-
ect increased her awareness of the HCD/UX topics and value. Al/ML projects
especially, need the perspective of human focus, because just developing a
new tool, will not solve all the problems. Technology is too often perceived as
the solution. She also mentioned that she thinks that the definition of HCD/
UX for a lot of people equals the look and feel of a product. P3: ‘I think a lot of
people associate it with making applications look nice.” But for her it is a lot
about the influence of the development process in order to reach the goal of a
human-centered application.

P - DAta SCIEBNTIST  ceeeereeeeeeereteeeeeete ettt s e se s a s sesasane

The fourth interview was with one of the Data Scientists. This person has a
background in data science with a strong focus on ML development projects.
The person joined the team right from the beginning (April 2018) after the
decision was made to set-up a team and a project from the initial PoC. The in-
terviewee was overall not very positive about the project, its development and
outcome so far. She was very aware of the problems and unforeseen issues
the team faced during the development. In her opinion, the missing focus and
collaboration with the factory planners were the root causes of most of the
issues. For her also, the lack of Al/ML expertise on the business domain side
was a source of problems, such as unrealistic expectations and the inability to
agree on a measure to judge the performance of the algorithmic predictions.

Detailed input: Al in general

Although her own Al/ML expertise is quite high she rated and compared
herself to other experts in the field and therefore scored herself lower. She
perceived knowledge of Al/ML to be a crucial factor for the overall project,

in this case creating challenges. She was able to compare this issue to other
projects she worked on where the client also had Al/ML expertise and the flow
of the project was therefore a bit more fluent. P4: “I noticed that was like really,
really surprising. They knew their data very well, they could generate it on the
fly like, so. Having the customers be technical, like made it really easy for them
to try to use Al"

Detailed input: Project & process related

Similar to P3 she also mentioned how important the choice of the initial data
sample set was, setting the stage for the rest of the project. In this case, when
the initial PoC was turned into a project set-up, it was her first task to make
sure that the data sample represented a large variety of products from that
factory. It was her intent right from the start to assist the factory planners

and not replace them. She tried to make clear that Al/ML does not equal
automation. She was very aware of the potential impact of her work and was
hoping that over time, the factory planners would gain trust in the algorith-
mic forecast, after showing them over and over again how reliable the output
was. Another pitfall she mentioned was that the whole project had an issue
with translating the business needs into data needs. P4: “So some sort of like
translator, but not like, literally in language per se. Well, maybe it is natural
language to mathematical language.” She perceived a gap there, which was
partly due to the lack of Al expertise in the business domain. She also men-
tioned the lack of focus on the users. P4: “I think it would have been good if
the factory planner somehow was also in...” This was a huge issue for her,
because she felt kind of guilty that she did not manage to build a rapport with
them. For her this was partly also due to a language issue, not being a native
German speaker. The pitfalls and challenges along the way oftentimes caused
a shift in requirements and resulted in a lot of discussions and losing focus,
another issue she mentioned. This also led to a communication bias where the
development team preferred to present the accurate figures rather than the
low scoring ones. P4: “I think maybe we could have been more sympathetic,
knowing that perhaps this could be a touchy subject for them that like: Oh, look
how well the machine learning algorithm performs, right?” She also mentioned
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the issue of agreeing on ‘good’ predictions.

Detailed input: HCD/UX related

She perceived HCD/UX activities as important, especially in the situation of
potential job losses for the factory planners. P4: “I think if the factory planners
didn’t have maybe a feeling of insecure, job insecurity, they would have been
more cooperative.” However, she also mentioned that the timing for the HCD/
UX activities was bad. P4: I think the shitty thing was we got the interview
done after we had set some requirements,” which was only after requirements
and features had already been defined and the first feedback from the users
was not as good as initially wished for when interviews with the factory plan-
ners were conducted. It was hard for the development team to incorporate all
the feedback, because a lot of work streams were already defined and running.
She also questioned her own behavior and attitude towards the factory plan-
ners. Primarily the way they communicated the performance of the algorithmic
outcome in front of them was often perceived as an offense. Overall she is
aware of a missing human focus in Al/ML development. P4: ‘I think it's just be-
cause Al could seem so cold. Like as the Data Scientist who somewhat delivers
the Al we need to kind of show there's a human aspect to it,..."

P5 - Sr. Data Scientist ...

The fifth interview was with the second Data Scientist. This person has a
background in data science with a strong and senior focus on ML development
projects in the forecasting domain. The person joined the team right from the
initial PoC phase (end 2017). The interviewee was overall very positive about
the project, its development and outcome so far. He seemed to be not very
aware about the problems and the unforeseen issues the team faced during
the development. In his view, most of the activities went well, as with other
kinds of projects he had worked on so far. However, he also mentioned prob-
lems and issues which were encountered during the project, which were re-
lated to wrong expectations and a lack of the factory planner involvement, but
somehow he was more focused on the good performance of the algorithms.

Detailed input: Al in general

The interview participant mentioned that with the roles and skills of the given
team it was possible to offer an end to end service, meaning from an initial PoC
phase, to the transfer towards production and the ability to scale towards oth-
er business units. He said that this is not a given and very often a white spot in
the current Al/ML development. He perceived this a unique value proposition
by the team.

Detailed input: Project & process related

The interviewee was aware of the fact that the whole project lacked proper
user involvement, which was partly due to the factory planners availabili-

ty. The iterative working mode and the sprint logic was new to him and he
appreciated this way of operating. P5: “To keep the sprints and present results
on a regular basis was key for the success of this project.” He also made the
point that he was facing a lot of wrong and high expectations by the business
domain people. P5: “.. it is necessary to communicate that the part of data
preparation and consolidation takes a lot of time and effort, ..." He saw the lack
of Al expertise as one of the reasons for this. He said that he tried to give a lot
of input regarding these issues during the team meetings and other conversa-
tions. P5: “.. they somehow have a very clear idea of what the problem is, but
the translation into a data analytics solution or decision support is definitely a
mismatch.” A key learning for him was the fact that defining KPIs and agreeing
on an error metric was such a painful process. In the end everybody realized
that there is no single answer to this issue. P5: “One key insight from this
project is that there is not this one KPI or error metric. We can provide sug-
gestions, but it is worth looking into different numbers and metrics, in order to
derive a decision.”

Detailed input: HCD/UX related

To him HCD/UX activities are very crucial in this kind of project. He sees the
practitioner’s role as being a facilitator, to figure out what each other’'s domain
is talking about and trying to bridge the given gaps, so translating data inputs
and business needs. P5: “..they somehow have a very clear idea of what the
problem s, but the translation then into a data analytics solution or decision
support, there is definitely a mismatch there.” For him data, business pro-
cesses and user requirements need to be aligned in order to unlock the full
potential of data science.

P6 = DAL8 ANGLYST ettt se bbb

The sixth interview was with the Data Analyst. This person has a background
in data analysis and reporting with a strong focus in data visualization. The
person joined the team right from the beginning (April 2018) after the decision
was made to set-up a team and a project from the initial PoC. The interviewee
was overall not very positive about the project, its development and outcome
so far. She was very aware about the problems and unforeseen issues the
team was facing during the development. In her opinion the wrong expecta-
tions by the business domain and management side, as well as a lack of activ-
ities related to data preparation and data quality, together with the challenge
to work properly with the factory planners, were the root cause for most of the
issues.

Detailed input: Al in general

The interview participant rated her Al expertise below average (4 out of 10).
However she said that her expertise was enough to add value to the project.
She perceived her role as being a facilitator to bridge the gap between tech
and business and named it as an advantage that she was not too technical,
as she was also able to understand the business domain needs and negotiate
between both sides.

Detailed input: Project & process related

In her view the development team did a lot to communicate the positive per-
formance of the algorithmic forecast to the factory planners. She couldn't un-
derstand why they still did not trust in the system'’s output. P6: “We were able
to prove that our forecast was better than the planning data. Nevertheless,

the planners did not trust the Al forecast, only because the line charts looked
different from what they expected.” She also mentioned the issue of wrong
expectations. In her view the team tried too hard to please the management
and business domain side instead of showing them that Al/ML do not always
perform better than the human planners. She was overly concerned that the
team did not spend enough time looking into the data and doing proper data
preparation. Pé: “We did not spend enough time and effort on the data analysis,
to evaluate the input data a bit deeper.” She used visualization tools to com-
municate her findings regarding the trouble with the data input, but also as a
way of presenting the algorithmic output. Pé: “.., | often notice that something
is wrong. The input data did not remain stable, so to speak, but always deviat-
ed.” In her view visualization is an important vehicle to communicate in a way
that is accessible to different professions. She was also aware of the fact that
the development team did not fully understand the manual planning process,
which was partly due to the lack of planner involvement. Pé: “The attitude of
the planners was an important factor. They haven't been part of the team from
the beginning and had to work with a solution they did not ask for. That was
difficult.” She understood their resistance to accepting the algorithmic solution
due to the initial project goal to replace the planners and their manual plan-
ning process. She liked the sprint logic. The impression that she was not very
happy with the project originated from her statement that she thought it is also
the duty of the data lab to do some coaching in the direction of not using Al/ML
and refusing similar projects in the future.

59



60

Detailed input: HCD/UX related

In her opinion HDC /UX activities are not important in every process step, e.g.
at the beginning when requirements are gathered, but not during the model's
development.

P7 = PrOQUCT OWNET ettt s s s s sa s esesesasasasse s sasanes .

The seventh interview was with the Product Owner of the project. This person
has a background in economics and strong expertise in traditional project
management. The person joined the team right from the initial PoC phase (end
2017). The interviewee was overall very positive about the project, its develop-
ment and outcome so far. She spoke in high terms about the team’s dynamism,
motivation and willingness to provide the business domain with a successful
solution. However, she was very aware of the problems and unforeseen issues
the team was facing during the development. In her opinion a lack of know!-
edge, regarding Al capabilities, as well as projects related to Al development,
was the root cause for most of the issues. On the other hand, she perceived
the iterative working mode to be a very helpful way to offset the problems and
supported the teams' flexibility to respond to those issues.

Detailed input: Al in general

During the interview it became quite clear that the results of the initial PoC
were a very positive surprise to the interview participant and set the stage and
expectations for the upcoming project. She had a very positive attitude towards
the technology, without any Al/ML detailed knowledge. P7: “We were very
surprised by the results of the 1st PoC, we said: What? Really?”

Detailed input: Project & process related

One of the pitfalls she mentioned right at the beginning of the interview was
that the positive impact of the algorithmic forecast is not really used in the
productive environment. The factory planners refuse to use the algorithmic
figure. They still do not trust in the output. One of their arguments relates to
the fact that they cannot integrate the figure into the manual planning process.
They still need to apply post processing steps in order to use the number
generated by the algorithm, with this basically making a neutral data driven
decision of the forecast obsolete. On top, she mentioned the current situation
that the management is dictating the numbers and therefore influencing the
algorithm, as well as the manual planning process accordingly. Reaching their
KPI's is rated higher as the predictive demand plan. She can partly understand
the behavior of the planners, since the initial project goal was to replace them,
but in the meantime it became clear that this is not possible and she would
wish them to change their attitude accordingly. P7: “My initial task was to ratio-
nalize the planner’s jobs. So | can totally understand that they did not want to
support our project.” She was hoping that a lot of conversations and commu-
nications would possibly change this. She said that she underestimated the
change management that was needed for this project. She was also surprised
at how much effort it was for all the team members involved to translate busi-
ness needs into data impact. She knew that data quality was an issue, P7: “We
have a lot of data, but the quality is not always good” but was not aware of the
dimension this would have. She appreciated the sprint and iterative working
mode.

Detailed input: HCD/UX related

She mentioned the CRISP DM process and that HCD/UX were part of this
approach. For her it was very important to conduct those activities at the right
time. P7: "UX impact for the project? At that point we did it, it was too late. At
the beginning it could have influenced the direction we went.” In her view the
definition of requirements based on user research activities were conducted
too late. P7: “If UX research is done right from the beginning it can be very
valuable.” However, she saw a great value in the findings from user research
for defining the post processing steps the factory planners were asking for. In
her view, being able to deliver those features was essential for establishing
trust in the algorithmic forecast.

P8 = PLANNEE ettt s e a et ae s s s s nananan

The eighth and last interview from the Meta-Sample was with one of the facto-
ry planners. This person has a background in economics with no expertise in
software or ML development projects. The person joined the team right from
the beginning (April 2018) after the decision was made to set-up a team and

a project from the initial PoC. The interviewee felt overall uncertain about the
project, its development and outcome so far. He was very aware of the prob-
lems and unforeseen issues the team faced during the development. In his
opinion, lack of knowledge of Al/ML and its' capabilities in general, as well as a
lack of fully understanding the manual planning process, so, this as a solution
was not fully applicable to his daily job routine, which combined with the fear
of losing his job in the first place, were perceived as the root cause for most of
the issues.

Detailed input: Al in general

The interview participant rated his Al expertise as very low. He also took this
lack of knowledge as an argument or reason why he wasn't able to contribute
to the project. P8: “I was only a user. ... | always think | lack the knowledge.”

Detailed input: Project & process related

The interview participant was very aware of the initial goal of the project. He
admitted that he was afraid of losing his job and therefore was very skeptical
about the project. He was more or less forced to contribute to the project,
primarily by giving feedback about the performance of the algorithmic fig-
ures. It was then that he realized it wouldn't be as easy to replace him and
his colleagues as he initially thought. This changed his attitude towards the
project. He made the point that the algorithmic planning proposal still needed
some post processing steps before it could be used productively. Therefore it
is currently not supporting his work, but adding an extra figure to his tool-base
which he has to evaluate in addition to the other figures. This is the reason for
the low acceptance by the planners. P8 “The forecast does not support our
work. Only if we can directly use it for planning without any post processing
it is supporting our work."” He described the process of the project as very _ _
tain most of the time. He was unable to answer the call to define an Error metrics are a way of measuring the error

uncer ) ’ ] . S of an ML model prediction, to make a state-
error metrics or KPI for the algorithmic forecast. He felt a role was missing for  ment about its accuracy, either to compare
someone who translated business into technology concepts and approaches. competing models or to compare against the
He also confirmed the impression from the other team members that they ney-  current status. Different types of error metrics
er managed to fully understand the manual planning process and that this was ~ orc reated to different statistical techniques

g ; y ] i P “g P (e.g. Mean Squared Error (MSE), Mean Abso-
a source of discussion and misunderstanding. P8: "It would have been very lute Scaled Error (MASE), Root Mean Square
helpful in my opinion to watch the planners do their job. Learning on the job for  Error (RMSE))
2, 3 days. We would have cut down a lot of discussion.”

Detailed input: HCD/UX related

The interview participant was not able to answer any of the HCD/UX related
questions.

5.2.4 Insights and findings from the Meta-Sample

Each participant described the overall process in very different steps. During
the whole project, the team encountered unforeseen problems and tackled a
lot of challenges. The project took longer than initially planned. Some mem-
bers left the team, new ones joined. Acceptance and adoption by users was
low. Most of the team members were aware of those issues. Nevertheless,
they were mostly pleased with their work and the overall outcome, but also
pointed out that they could have done their job better.

The research with and for the Meta-Sample was meant to open up to all the
pitfalls and challenges, also shed light on the positive aspects and drivers to
gain a better picture and overview without any particular focus areas, so the
list of codes and categories is very extensive. However, most of the findings
could be sorted and grouped into themes afterwards due to their similar char-
acters and statements.
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The established themes can be grouped by their relationship and relevance
a) for Al projects and development in general (1-4), b) to the given use case
(5-12), and c) to HCD/UX expertise (13-15), whereas some of the themes can
be referred to more than one group, the borders being fluid. The participant
shortcut indicates who named this issue and this making a ranking by impor-
tance possible. A short description is added to support this statement.

01. Missing Al/ML-expertise (all)

The initial part of the interview asked all participants about their Al expertise.
It was quite interesting that the Al/ML experts compared themselves to other
experts in the field and therefore never awarded themselves the highest score,
whereas the non-experts rated themselves higher in relation to the experts in
the team. They compared themselves not towards an expert in the field, but
their own knowledge at the beginning of the project and again towards the
end. There was no agreement amongst the interview participants about which
level of Al expertise would be needed, but all agreed that a basic knowledge of
Al/ML capabilities would be beneficial for the overall development process.

02. Wrong expectations management (all)

One of the major issues mentioned by all interview participants was the ex-
pectations of the technology, either wrong or too high. This goes hand in hand
with the first insight about the Al expertise. Whereas the experts knew about
the limitations and basic conditions for such projects, this was not similarly
clear to the business domain experts. Additionally, the current hype of Al/ML
technology also plays an important role in that realm, since Al/ML is perceived
as the solution to every problem in the digitization area.

03. Trust in the output (P1, P2, P3, P4, P6, P7)

Related to a lack of knowledge and wrong expectations, a lack of trust on the
factory planners’ side (‘users’) in the output of the algorithms was mentioned
by most of the interview participants. Fear of losing their jobs can be associ-
ated with this concern. It took time, a lot of conversations and testing phases
until planners gained trust in the system’s output. It was also necessary for
the developers to admit that not all products could be predicted with a high
level of accuracy by an algorithm, making it necessary to manually plan those
products. Both sides had to agree on compromises.

04. Culture and mindset (change management) (P2, P3, P7)

Most of the interview participants were aware of the pitfalls and challenges. A
couple of them realized that a lot of concerns also resulted from the business
culture and the mindset of the people. In their view, change of management
activities should be integrated into this kind of project. This holds good for
other projects in the area of digitization. Fear of job loss, new ways of working
and a change in habit and attitude go hand in hand with necessary structural
transformation.

05. Gap between ML and business domain (P4, P5, P6, P7, P8)

A couple of the interview participants perceived a gap between the Al/ML and
business domain. They described it as different languages used and different
goals planned. Also slightly going back to the matter of Al/ML expertise, the
business domain did not really know if their identified problem was a good fit
for an Al/ML solution, and the other way around, the Al/ML expert would not
be familiar with the business domain data, its meaning and potential bias or
data quality issues. Also, the definition of a useful initial data set for training
and testing algorithms is impossible without both - Al/ML and business do-
main experts - closely collaborating with each other.

06. KPI's (‘Definition of Done’) (P1, P2, P3, P4, P5)

The team mentioned a couple of times that it was very hard to decide and
agree on a measure to judge the algorithmic performance. While the Al/ML
experts were more into error and accuracy measures, the business domain
experts' views were more related to economic value and comparison with the
manual planning process. This led into a lot of discussions, shifting require-
ments and priorities, making it hard to judge whether or not the initial goal of
the project had finally been reached.

07. Analysis status quo (current process)/involvement of the factory planners
(all)

All the interview participants identified the current manual planning process
as a critical item. Each planner did their product planning slightly differently,
which was also related to the nature of their products (‘high-/low runner’,
‘exotic’, ‘sparse’). It was therefore very hard for outsiders to fully understand it.
On top, due to the lack of involvement and availability of the factory planners,
any attempt to change this was not possible, making it impossible to fit the
algorithmic figure into that process. It became clear that it would be helpful to
adapt the process to the Al/ML technology, but this was never the scope of the
project and therefore was not touched by the team.

08. Iterative working mode (all)

The nature of Al/ML projects is uncertainty and volatility. A lot depends on
data quality and access, but also on know-how and human concepts and
expectations, as initially stated. All the interview participants agreed that an
iterative working mode with predefined sprints and regular touch points was a
fundamental requirement, giving the team the flexibility to react to unforeseen
challenges and situations, as well as keeping everybody in the loop, and in the
best case, not wasting too much time with backlog items that were unneces-
sary or error prone.

09. (Project) starting point/goal (P4, P7, P8)

The initial goal of this project was to improve the factory plan, because the
manual plan had a very low accuracy level, compared to the actual product
orders, with this also replacing the human in that equation. This was the idea
of the higher management. The factory planners have been aware of this goal.
It was not they themselves who were willing and open to improve their plan-
ning proposals with Al/ML technology. For them this was an offense against
their expertise, know-how and skills. This set the stage for their motivation
and willingness to collaborate to reach that goal, which was obviously not very
high. This shows how important and relevant human-focus for technological
endeavors should be. At an early stage the set-up can change a lot, in a good
or bad direction.

10. Feedback structure, structured feedback - feedback loop (P1, P3, P4, P7)

The team collected user feedback from the factory planners. This was a very
unstructured process. Most of the time the team had no idea how to incorpo-
rate that feedback, or decided not to incorporate it at all, therefore collecting
feedback was not a loop. From the UX perspective this was a very negative
experience for the factory planners. They provided the team with feedback, but
most of the time, couldn’t see their input reflected in the results. This might
also become an even bigger issue when the Al/ML predictions need to be
retrained. It is actually counterintuitive to the ability of Al/ML, which has the
potential to learn and improve over time.
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11. Data quality and consistency (P3, P6, P7)

During the course of the project, it became apparent that the data used had

a kind of ‘bias’. Since the development team received the data on customer
orders from different areas of the Digital Factory business unit, it was only
after some poor results from the neural networks that it became clear that
something was wrong with it. The reason for this was that in the different
data-supplying departments, canceled orders were represented differently.
This resulted in various revisions of the models and also an additional effort to
clean the data.

12. Way of communication/biased presentations (P2, P4, P6)

Three interview participants mentioned that they had the impression that
sometimes the team did not do a good job in communicating their results. They
often focused their presentation on the positive results, to please the manage-
ment, but on the other hand, offending the work and expertise of the factory
planners, fueling wrong expectations on the management side and increasing
the pressure on the factory planners.

13. HCD/UX value and usefulness (P1, P2, P3, P4, P5, P7) vs. (P6, P8)

Most participants agreed that HCD/UX can add value to the development of
Al/ML infused systems. To orient, manage, prioritize, eliminate and having hu-
man focus were mentioned as positive aspects of HCD/UX activities. However,
it was problematic to fully incorporate the insights gained from the user re-
search into the further development of the Al solution. Not all of them could be
transferred 1to1 into the statistically based models, showing the gap between
human and data-centered approaches. On top, it became also clear that for a
couple of participants HCD/UX activities were not perceived as a crucial part
of the overall Al/ML development. They mentioned HCD/UX relevant issues,
however, they did not really make the connection to practice.

14. HCD/UX timing (P4, P6, P7)

HCD/UX based activities are really about the right timing. If one or the other
comes too late in the process it cannot influence the direction anymore. It is
supposed to be an activity that needs to be initiated from the start of a project.
If insights and findings from research interfere with already set requirements
and backlog items they are perceived as a burden.

15. Definition of HCD/UX and awareness (P1, P3)

In Germany, design has a very special connotation and limited meaning. The
interview participants’ perception was that design is about form and style. In
that way, it would only be an activity towards the end of a development pro-
cess. Since timing in the early stages of the project was mentioned as a crucial
requirement for design activities, this perception of design had to be avoided. It
therefore made sense to switch to the terminology of HCD and UX.

Missing Al/
ML-expertise (all)

Wrong expectations

Analysis status quo
(current process) /
involvement of the
factory planners (all)

HCD / UX value and
usefulness (P1, P2, P3,
P4, P5, P7) vs. (P6, P8)

HCD / UX timing

management (all) Iterative working (P4, P6, P7)
mode (all)
Trust in the output Definition of HCD | UX
(P1, P2 P3. P4, P6, P7) Gap between ML and and awareness (P1,
business domain (P4, P3)
P5, P, P7, P8)
Culture and mindset
(change management) KPI's
(P2, P3, P7) (Definition of Done)

(P1, P2, P3, P4, P5)

(Project) starting point
/ goal (P4, P7, P8)

Feedback structure,
structured feedback -
feedback loop (P1, P3,
P4, P7)

Data quality and con-
sistency (P3, Pé, P7)

Way of communication
/ biased presentations
(P2, P4, P6)

Table 5.6: Overview and summary of insights from Meta-Sample assigned to clusters

Interim results

Some of the revealed themes were not surprising, since they can be found in
secondary research and general literature about Al/ML challenges. The inter-
views worked as a reality check and set those findings in the context of a real
project. However, some of the themes revealed new insights into best practice
approaches, combining insights from design, data and business domains and
therefore supplement the current research and knowledge base. Not all of the
above issues are relevant for or should be tackled by the HCD/UX practitioner,
but are related to other roles and expertise. However, it became quite clear
how important a holistic approach is. Al expertise, expectation management
and gaps in the collaboration of the different domain experts were mentioned
by all the participants. A huge issue was the understanding of the current
manual planning process and the involvement of the factory planners (‘us-
ers'), thus supporting the initial hypothesis that a lack of human-focus is a big
issue, amongst others. To be more specific the presented case study could not
ensure the involvement of the user throughout the design and development
phases. The solution therefore did not fully meet the users' expectations and
they were not able to integrate it into their working routine. On top, they did
not have control over any of the system's features. In case of an error or a
missing data point they had no possibility of changing the system’s behavior or
understanding what caused the malfunction. This shows - in this case anyway
- that the core principles of Human-Centered-Design proposed by 1SO 9241-210
are neglected by current Al development.???

222. These insights have been shared with the
research community at the HCI International
2020 (Heier, Jennifer, et al., “Design Intelli-
gence - Pitfalls and Challenges When Design-
ing Al Algorithms in B2B Factory Automation”,
HCII 2020, LNCS 12217, pp. 288-297, 2020.).
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Beta-Sample 1
Karlsruhe

Figure 5.7: Map of Karlsruhe
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5.3 Case Studies 02 and 03 - Beta-Samples

5.3.1 Research design for the cross-case validation study Karlsruhe and Berlin

I. Research questions

How did the other teams develop their solution?

If their process was different, why was their process different?

Did the other teams also encounter pitfalls and challenges? How did other
teams solve the challenges?

II. Unit of analysis
Beta-Samples: Predictive Demand Planning (Karlsruhe and Berlin)

While conducting the initial Meta-Sample research it became clear that two
other Siemens factories used the same approach to improve their factory plan-
ning processes - a factory in Karlsruhe which also produces hardware com-
ponents for the Digital Industries unit, namely from the SIMATIC ET200 iSP??
range, as well as a factory in Berlin which produces hardware for the Smart
Infrastructure unit from Siemens, which is related to digital protection relays
and controls - SIPROTEC 5%,

Whereas all three projects used slightly different technology approaches,

e.g. Berlin used linear regression, instead of neural nets as a ML method for
their predictions, the goal of all projects was to improve the factory's demand
planning, to better plan the manufacturing lines and support the supply chain
activities. Using similar set-ups provided common ground for comparability
and cross case validation.

11l Data collection

More qualitative interviews were conducted, however, with a slightly different
focus and adapted interview guide. The interviews were meant to foster ex-
change between similar predictive demand planning projects, meaning that it
was also necessary to talk about the pitfalls and challenges of the Meta-Sam-
ple.

5.3.2 Research execution Karlsruhe and Berlin

Interviewed team members and their roles (Karlsruhe)
P9 - Product Owner/Management Planners (German)
E1 - Solution Expert/Process Consultant (German)

Start of the project was at the end of 2017

Interviewed team members and their roles (Berlin)
P10 - Management (German)

P11 - Planner/Developer (German)

P12 - Planner Procurement (German)

P13 - Team Lead/Project Manager (German)

P14 - Planner/Data Scientist (German)

Start of the project was January 2017
5.3.3 Detailed participant input (P9-P14+E1)

Karlsruhe:
P9 - Product Owner/Management PLANNETS  cvvvceecenreeesssssssssesnesssssssssssssennennees

The first Beta-Sample interview was with the Product Owner and at the same
time, the manager of the factory planners in Karlsruhe. This person has a
background in logistics and strong expertise in the planning process of the
project. The person initiated the initial PoC phase (end 2017) together with an
external consultancy. He was the single and main contact on Siemens side. The
interviewee was overall very positive about the project, its development and
outcome so far. He was very aware about the problems and unforeseen issues
that occurred during the project. In his opinion, a lot of work still needed to

be done regarding changing the manual planning process and adapting the
tools used accordingly, a lot of which were very similar to the ones from the
Meta-Sample.

Detailed input: Al in general

One major issue the project team in Karlsruhe was also facing was the matter
of trust and the need for change management. As with the case in Erlangen,
the project was initiated by the upper management and not the planners
themselves, resulting in the planner’s resistance to trusting and using the
algorithmic forecast. P9: “We have to change on a very small scale. We have

to build trust first. The planner gets this new information from the system and
we have to find a way for the planner to tell if the forecast from the system is
right or wrong.” Although Karlsruhe never intended to replace the planners, as
the primary goal was to improve demand planning accuracy and support the
planners in their job, still the issue of trust was an obstacle to implementation.

Detailed input: Project & process related

The interview participant also mentioned the current manual planning pro-
cess as an issue. He was aware of the need to improve it in order to provide
sustainable benefit from the predictive demand planning project. In his view,
this needs to be a twofold initiative, on the one hand, the predictive part of the
process needs to adapt partially to the planners needs, whereas the planners
also need to change their behavior and way of working. P9: “/ agree that the
planners need a solution which is flexible about their planning figures and
which is targeted towards their need in its appearance. But | disagree that this
needs to be Excel, because it is not connected to our overall database struc-
ture.” The interview participant knew that the algorithmic prediction did not
work for all the products. Therefore the planner’s expertise was still needed.
They have to find a way to see and understand which figures they can use and
which they still have to plan manually.

Detailed input: HCD/UX related

There were no specific HCD/UX activities at the Karlsruhe case study. Nor did
they employ an expert from that field. Therefore the interview did not generate
any new insights or confirm the initially found ones.

Detailed input: Different issues

The team and project set-up at the site in Karlsruhe was completely different
to the case study in Erlangen. They hired an external consultancy to work on
the issue of predictive demand planning. P9: “We started working together
with the external consultancy, developed the PoC with most of our products.
The result was that the system made better predictions than the planners for
most of the products. Therefore we decided to implement the solution in order
to support the planning process.” The development was completely carried out
by the external consultancy with P9 as the single source of contact at Sie-
mens. The interview participant said that this was the right decision, because
they did not have the expertise to work on such a project. It would have been
impossible to develop a solution in that short amount of time (from start to
implementation the project took only 12 months). Another aspect very different
was the final solution. The team in Karlsruhe used a 3rd party software appli-
cation, whereas Erlangen developed their own prediction platform. P9: “That'’s
a standard tool, but we don't have that in the SOP world, so that’s a third-party
provider, but it's a standard tool. One with a solution from a consultancy com-
pany.” The advantage of such a system is that the architecture and infrastruc-
ture are already given. On the other hand, there are limitations and restrictions
in both features and customization. However, P9 was very positive about the
solution. Data preparation was done with KNIME which allowed adaptation and
changes on Siemens side without the need to authorize the external consultan-
cy. P9: “The solution platform is very transparent. You can look into every step
the system runs through. This is very good and important for us so that we
can maintain the solution even after the project handover.” Only when a new
product is added to the Karlsruhe portfolio does the team depend on technical
know-how from external consultants.
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E1 - Solution Expert/Process CONSULLANT  wwvwwwwwesmreeerrvesemmssssssneseessssssssssssssssssssssnsssasnns

The second Beta-Sample interview was with the Solution Expert from the
external consultancy and was therefore classified as an expert interview.

This person has a background in IT and economics and a strong expertise in
predictive analytics and Machine Learning projects (9 years). The person joined
the project right from the beginning (end 2017). He was the project lead on
the external consultancy side. He was overall very positive about the project,
its development and outcome to date. He was very aware of the problems and
unforeseen issues that occurred during the project. With his huge expertise in
this kind of project he was able to compare the different clients and use cases.
In his opinion, most of the issues were not Siemens specific, but occured on
most of the Al/ML projects he had worked on so far.

Detailed input: Al in general

The interview participant pointed out that the mission of the external consul-
tancy is not only to develop solutions for their clients, but also to enable them
to be empowered to work with Machine Learning after the collaboration. He
was aware that the Al expertise was missing from the Siemens side. In order
to supply a sustainable solution it was crucial for him and his team to also
train Siemens colleague in basic Al/ML concepts and be very transparent
about their approach. One aspect he mentioned in that regard was the means
of communicating the algorithmic output. E1: “It is generally important in the
area of predictive analytics and machine learning to visualize the output in a
way that is understandable, explainable and user-friendly. Therefore | would
recommend everybody working in that area to be able to know how to create
a report.” The ability to bridge the gap between business and technology is, in
his view, therefore twofold: on the one hand, it means training the client; on the
other hand, fostering the skills on the data science side to communicate the
output in a way that is user-centered.

Detailed input: Project & process related

E1 also made the point that the way results are communicated can be very
biased and therefore raise wrong or too high expectations. Also going in the
direction of evaluating whether a prediction is good or bad, in his view, it is ab-
solutely crucial to define the KPI's and agree on the measurement metrics. E1:
".. the way | represent the output influences how | perceive the results. Es-
pecially in machine learning, | can interpret the output in different directions.
The quality of a forecasting model by itself can be quantified and visualized in
different ways.” He also pointed out that it is often hard to find an agreement
that fits all the stakeholders involved. In his view, this is partly due to a lack

of knowledge about Al/ML measurements on the business domain side, but
also due to the type of problem Al/ML is supposed to solve. Another point he
made was the set-up of the team and their roles. He recommended having a
mix of people in the team. People who focus on technological and data issues,
but also others who see the bigger picture and focus on communication and
facilitation. This was also the set-up for the Siemens project. However, no
design or UX expert was part of the team. His biggest project related issue, he
revealed, was the analysis of the current manual planning process and access
to the factory planners. It was one of the first action items to analyze the status
quo, especially its deficiencies. E1: “.. in those initial workshops we talk to the
planners and domain experts to see what their process looks like. What kind of
data and information are they using to generate their forecast? And if the data
is the same as we can access for the machine learning model, then we can
estimate that this is a best-in-class approach to improve the forecast accura-
cy.” This represents the approach also for similar projects with other clients.

If this initial analysis reveals that the planners also have access to multiple
and additional data sources such as sales colleagues or external data from the
Federal Office of Statistics which the algorithm cannot access, he said that they
need to change their expectation management regarding the model’s perfor-
mance. The interview participant also mentioned that this initial activity is very
important for him to understand or identify the business problem. It is then

his role to translate this into a data-mining-problem. He made the point that
with Siemens, but also with other clients, it is difficult to raise the awareness

that this step is crucial and important and that the people and experts involved
allocate their time to contribute their know-how. He mentioned that it was very
difficult for him to talk to the factory planners directly. E1: “Being able to talk
to the planners directly and not through a third person such as their manager
is absolutely crucial and | did not emphasize this fact enough in this project. It
is very valuable to talk to the planners on a regular basis...” The reason was,
he said, the middle management is kind of hesitant to involve the users of the
final solution, because the outcome of the project has a direct impact on their
process and the way they work. E1 made the point that exactly for this reason
he wanted to involve the factory planners. E1: “We have this issue a lot, people
are afraid to involve the planners directly, therefore they put a third person in
between to minimize the risk that they talk too much to the users solution. ...,
because we change their process... or let's say our solution has a huge impact
on the way they work. All the more important it is to talk to them...” Within this
part of the interview he also mentioned the effects of a lack of user involve-
ment, namely lack of acceptance amongst the users being the reason why no
sustainable implementation of the solution can be reached. An iterative work-
ing mode is very important in his point of view. E1: “Those loops, these iterative
loops, are more frequent and important than with other software projects. The
waterfall process, where you plan step by step from the beginning, just never
happened in those kinds of projects so far.”

Detailed input: HCD/UX related

As mentioned above, there was no HCD/UX expert in the team. However,

the interview participant pointed out that they generally target their whole
approach towards the domain expert, which is not necessarily the end user of
the solution. E1: “Regarding your question about Human-Centered-Design: our
whole process set up is focused towards the needs of our domain experts.”
While this represents more the concept of Customer Experience (CX), and the
relationship between client and consultancy, still the attempt was to incorpo-
rate needs and way of working from the factory planners. Nevertheless, it was
also mentioned as a challenge.

Detailed input: Different issues

Working as an external partner together with only very limited resources on
Siemens side, plus a contact who was not overly technical was a special issue
in this project. Transparency about the process and a very structured approach
even within a very iterative working mode were the key aspects for client
involvement and engagement mentioned by the interview participant. He was
very aware that providing a solution without any client enablement during its
development wouldn't end in a sustainable result. E1: “We provide and install
the tools we use ourselves, and sometimes we even delegate tasks to our cli-
ents themselves during the PoC, this way he or she feels engaged.” However,
providing additional headcount for the Al/ML expertise on Siemens side would
be a logical next step in his point of view, since Al/ML projects do not end with
the first model implemented, but need further maintenance, monitoring and
even retraining.

Beta-Sample 2

Berlin: Berlin

P10 = MANAGEMENT ettt ss e saees

The third Beta-Sample interview was conducted with the upper management
of the factory in Berlin. This person has a background in finance, sales and eco-
nomics and a strong expertise in the overall planning processes that are run

in the factories in Berlin, Goa and Nanjing. He has worked for Siemens in many
different divisions and for more than 10 years. The person supplied the budget ~ Figure 5.8: Map of Berlin
for the initial PoC phase (end 2017). The interviewee was overall very positive

about the project, its development and outcome so far. He had a very high level

view on the outcome and development of the project. In his opinion there is a

huge potential for the technology in other areas as well. However, his focus

was on issues emerging from the mindset of the people and the overall corpo-

rate culture. In his view, change management is the main issue that needs to

be tackled.
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Detailed input: Al in general

He was making the point that a lot of misconceptions and wrong expectations
surround the main ideas and concept of digitization. P10: “You can automate

a lot, without having anything digitized.” This initial statement set the tone for
the rest of the interview. The participant was very open to technology progress
and saw a lot of potential for Siemens, but had the overall impression that the
general attitude and mindset of the people was the main roadblock preventing
them reaching that goal. P10: “You know, nobody wants to change. That is the
main problem in our organization, we have a lot of people who stick to the sta-
tus quo, and they do everything to miss out on opportunities regarding future
development.”

Detailed input: Project & process related

He also mentioned the manual planning process as a main source of issues
and challenges. The process was such a complex and painful job for the people
involved, that they agreed to change it. It was not based on facts and figures
from customer orders, but sales and management KPIs. Due to its complex
nature, it always took a long time to come up with the final factory plan. It
made the whole process very inflexible and impossible to correct. Although the
accuracy of the Al/ML algorithm was better compared to the manual planning
proposals they still have the issue of acceptance by the sales and product
management departments. For the interview participant, this is no surprise.

It is strongly tied to the issue of change and mindset. P10: “People are in love
with what they have. The fight for keeping what they have instead of asking
themselves how can | use technology to improve my situation.”

Detailed input: HCD/UX related

He did not make the connection that a human focus or UX expertise could help
with the issues he mentioned.

Detailed input: Different issues

Hiring a data scientist for the job of the factory planner at the factory in Berlin
combined the data science perspective with the domain expertise, and made
it possible to choose an initial data sample for the initial PoC phase. P10: “/t
was P14 who started dealing with predictive demand planning, firstly for our
SIPROTECT 5 products.” This way the best match of products suited very well
to be predicted with an Al/ML forecast was given. Accuracy was assured and
acceptance among the development team easily established - they being de-
velopers and users at the same time.

P11 = Planner/DEVEIOPET  coeeeeeereeeeeeeeeesesssssssssmsssssss s ssssssssssssssssssssssssssssssssesssssessssee

The fourth Beta-Sample interview was with the second factory planner and at
the same time, Developer in Berlin. This person has a background in computer
science and strong expertise in the planning process of the project. The person
joined the team right from the beginning (April 2018) after the initial PoC. The
interviewee was overall very positive about the project, its development and
outcome so far. She was very aware of the problems and unforeseen issues
that occurred during the project. In her opinion, the manual planning process
was the main source for most of the problems.

Detailed input: Al in general

The interview participant has technical expertise and was very aware of the Al/
ML limitations. Although she said that she was using most of the algorithmic
figures for her planning and that this saved her a lot of time she also men-
tioned that for new products, where they don't have historic data, the forecast
would be useless in the first place. P11: “.., if we are talking about a completely
new product, then no time series, no neural network can calculate anything,
because no historic data is available.” This represents the combination of a
domain perspective with also Al/ML expertise.

Detailed input: Project & process related

Even for the project in Berlin the topic of trust and user acceptance was an
issue. The participant mentioned that within the team of factory planners it
was no issue, since they were the ones who initiated the project and also part
of the development team, combining and bridging the gap between the tech
and business perspective. However, when trying to on board other roles, such
as sales, or trying to scale the solution to other factories, they encountered
similar issues to the other use cases. P11: “On the one hand in our small team
we didn't have the problem with the change management and acceptance. ...
with the PDP tool, we also received some skepticism from this side, because
the PLM who has done this for years and of course also knows how much
effort or knowledge it means for him, did not immediately believe that some
tool can now somehow deliver better results in two minutes than he can, with-
out his expertise flowing in. That was an issue.” For her the current manual
planning process is an issue regarding the implementation of the algorithmic
solution. Any further development of the algorithms, or the implementation of
feedback is hardly feasible due to the rigor of the current process. For her it is
really hard to fit the technological solution into the given process. In her view,
the goal of the project needs to be supplemented with a change in the manual
planning process.

Detailed input: HCD/UX related

There was no HCD/UX expert involved in the project. The interview participant
did not make any connections that meant this role would have been a value
addition to the overall approach. For her the combination of business and tech-
nology expertise was the key to the success of the project. Any new require-
ments could be implemented by herself. She did not relate the lack of trust
and acceptance from the people outside the project to a missing human-focus.

Detailed input: Different issues

The interview participant was hired as a factory planner with a tech back-
ground to support the predictive demand planning project. Hence, she was
interested in the technological solution prior to having knowledge of the
manual planning process. For her it was quite clear from the beginning that
the process was the issue and not the technological solution. There was no
need to convince her to use the algorithmic figure for her planning. P11
took over the role of P14 as a planner. Accordingly, it was more the other way
around for me. | didn't have to convince myself of the process, but rather |
already understood, more from the tool, how our processes should be adapted
if necessary, because the tool has already changed certain long-established
processes a bit.” Due to the combination of domain and tech expertise it was
also her goal to improve the Al/ML solution. She saw great potential for
incorporating more information than the historic piece count data, such as
market intelligence information. To her this is a greater goal than trying to on
board additional colleagues to trust and use the predictive solution, thus rating
model performance over human needs.

P12 - Planner ProCUMEMENT ettt ettt nens

The fifth Beta-Sample interview was with the procurement planner of the fac-
tory in Berlin. This person has a background in economics and strong exper-
tise in strategic purchasing. The person was not actively involved in the initial
PoC phase (end 2017), but was very interested in expanding the solution to
procurement planning to improve the supply chain management of the factory
based on the forecast figures. The interviewee was overall very positive about
the project, its development and outcome so far. He was not aware of the
problems and unforeseen issues that occurred during the development of the
project, but about the solution. He realized that the team had some issues with
trust and acceptance among other people involved in the planning process, but
who were not part of the initial development team.
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Detailed input: Al in general

The first issue he mentioned was trust and how he perceived this issue. P12:
“You need a certain basic trust in the algorithm. | think that's a basic thing. Do
you trust the whole thing from the beginning, or are you rather skeptical about
it? | trust in it, because | know the people behind it, who developed it, and

also probably over time, how long it has been used already.” For him it is the
combination of knowing the people who developed the Al/ML infused solution,
as well as developing trust over time, when the output of the algorithm proved
to be accurate. He also admitted that he would not be able to easily transfer
such a solution to meet his demands because he does not have the Al/ML ex-
pertise needed. He would need support, as well as training, but since both are
available he would be willing to be a pilot user to test the predictive demand
planning algorithm for procurement planning.

Detailed input: Project & process related

He mentioned that the sales staff were not very happy with the predictive
demand planning solution. In his view, this is a matter of acceptance and trust.
He did not ask himself what potential reasons they could have for objecting.
He was convinced that the management of the factory in Karlsruhe did a lot

to engage the different people regarding change and new technologies. P12: “/
think we also do a lot of work on acceptance at our plant. ... And if technology
is not demonized per se, the employees, even if they are not directly affected,
are involved in its development: Hey, we're using predictive demand planning
here, not to somehow get rid of colleagues, but simply to better understand
the process or to become more precise in order to also improve our planning
and support our production.” The interview participant himself is very interest-
ed in new tools and eager to acquire new skills. He also mentioned the current
manual planning process as an issue, not only on the factory planners’ side,
but also for him. Even though the algorithmic predictions are very accurate,
due to their dependency on data, the numbers are still post processed by
humans, such as the management, with different profit goals from the actual
customer orders. Therefore the unbiased Al/ML output is manipulated by
human intervention, which the interview participant perceived as a problem,
making the initial idea and concept of using Al/ML to improve the factory plan
obsolete. P12: “.. someone at a very high level says: Put x x x million times on
here because we need it now and | look at the numbers, so what kind of value
do you use here? How can you break that down? Then you start to do some-
thing manually again and then you lose the benefit from the algorithm really
quickly.”

Detailed input: Different issues

The interview participant was very eager to use the Al/ML solution for his
procurement planning. He was quite convinced of the benefit of the algorithmic
forecast. However, he also mentioned that he would need the resources, time
and training to be able to transfer it to his daily job routine.

P13 - Team Lead/ProjeCt MANAGET  ssssssessssssssssessssssssessessessessssssseees .

The sixth Beta-Sample interview was with the Project Manager and, at the
same time, manager of the factory planners. This person has a background

in project management and strong expertise in the planning process of the
project. He initiated the initial PoC phase (end 2017) and hired a new factory
planner with a background in data science. The interviewee was overall very
positive about the project, its development and outcome so far. He seemed not
very aware of the problems and unforeseen issues the team faced during the
development. He was very convinced by the solution and did not understand
why not everybody saw the benefits of the algorithmic forecast.

Detailed input: Al in general

Like the interviewee from the upper management level, he was very focused
on the issue of mindset, culture and a need for change management of those
kinds of projects. P13: “In my opinion, if you want to drive something into the

organization or change it, it only works if the people actually want it.” He was
also very aware of the issue of Al/ML expertise. He thought that this was an
issue for some Siemens plants especially in remote areas, where they are not
able to attract new talent, and were also not able to convince the old workforce
to take over new roles and responsibilities.

Detailed input: Project & process related

As responsible for the current manual factory plan, he knew very well the
problem of accuracy. He made the strategic decision to hire a new person that
would be able to support him to use Al/ML to tackle this issue. P13: “Our in-
ventories were increasing, increasing, increasing like the material for example.
The stock grew and we always had the wrong thing at hand, which is about
the worse thing you can do from a logistics planning perspective. ...with the
change in personnel, | had then the capacity to tackle the whole issue statisti-
cally grounded and on the basis of facts and figures.” They developed the first
PoC internally and used the predictive demand planning results without giving
any notice to the other involved parties, such as sales, product- and upper
management. This was a strategic decision. One reason for this was their
knowledge of the current manual factory plan and the related issues. Second,
the interviewee mentioned that it would be impossible to convince all the
involved stakeholders to change this process. They also wanted to first check
how the algorithmic forecast would perform in order to get the buy-in from
upper management. P13: “/ would rather call it management convincing rather
than proof of concept.” This approach implied a couple of issues. Firstly, the
sales and product management department was very hesitant about this solu-
tion. They tried to defend and justify their current manual planning process.
On top, it raised the issue of trust in the output and failed to deliver acceptance
by other potential users from other factories. The interview participant had no
empathy for such a behavior. In his view, people with that kind of conservative
attitude needed to be replaced. P13: "Maybe you have to do this once and do it
a second time, and then say the third time: Maybe the person in this position is
a bit overwhelmed, and maybe you have to think about personnel changes in
certain key functions, because they don't really understand anything.”

Detailed input: HCD/UX related

It became quite clear during the interview that awareness for the value of
HCD/UX expertise was missing. P13: “We are the users, after all. We are the
users and designers, if you want.” He did not at all relate the issues of missing
acceptance to the lack of a human-focus.

Detailed input: Different issues

The presented project setup had a great advantage. P13 was able to hire a
new employee combining the skills of the business domain and the technical
domain. P13: “I had an open position to fill and | used this to, let’s say, get on
board very specific know-how, because | wanted someone with a very strong
analytical, mathematical and statistical background. And then | sort of brought
that person in.” The team was therefore not faced with the business and
technology expertise gap the other two use cases had. The development of the
initial PoC went very well and was developed very fast. However, when trying
to convince other stakeholders and scaling the solution to other factories, they
encountered the same issues of trust and lack of expertise and willingness to
change the current manual planning process as the other case studies.

P14 - PlAanNer/Data SCIENTIST  oovvveeeeeeeeeeeeseeeeeeeeseeseeseessseseseseesssseseseesssesssssessessseseesssessesessee

The seventh and last Beta-Sample interview was with the primary factory plan-
ner. This person has a background in data science and strong expertise in the
planning process of the project and was hired to work on the PoC phase (end
2017). The interviewee was overall very positive about the project, its develop-
ment and outcome so far. He was very aware of the problems and unforeseen
issues that occurred during the project. He had a lot of insights and topics that
were relevant for the development of the project. He mentioned challenges
from a business as well as Al/ML perspective due to his special role.
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Detailed input: Project & process related

He mentioned the manual planning process as a big issue. P14: “A lot of
questions are a matter of improving the current process, they have nothing

to do with the accuracy of the models.” When he started in the position as a
factory planner he had to start from scratch. Nobody really understood and
analyzed how accurate the manual planning process compared to the actual
orders really was. Everybody just agreed that the planning output was not
very accurate and that this needed to be changed. He therefore made the effort
of collecting a lot of information and data from different sources and stake-
holders prior to any Al/ML modeling. He also faced data quality issues, which
slowed down his efforts. P14: “.. | faced a couple of data issues, such as real
and unreal zeros, that was painful. That took me a couple of days to solve.”
Once these tasks were completed he defined an initial data set and started the
first PoC. P14: “It was me who said, let’s see for the last year, how a predictive
model would have done the forecast? We compared those figures with our
manual plan, and we saw immediately that just one single time series model
was better than our manual forecast.” Since he had a deep knowledge of the
different products the chosen data sample set already involved a huge variety
of products, which made the team immediately realize that not all products are
equally predictable, giving them a good idea about expectation management
and how to define and measure a ‘good’ prediction. Although a lot of people
were convinced about improving the current planning process, as they were
confronted with the results from the predictive demand planning project, some
people became skeptical and hesitant. They realized that the algorithm did not
necessarily reflect their profit targets. This was when the team started to face
a lot of issues regarding the final implementation. From the interviewee's point
of view this behavior has to change. He said that they should learn to trust in
the forecast and if the customers do not order in a way that reflects their profit
targets, it would be time to re-evaluate the market and strategically start to
try to answer the needs of the changing customer demand. He was very aware
that it would be a very long journey to convince the management and sales
people to think and act this way. When trying to scale up their solution and get
other factories on board, they were facing very similar issues. For him, there
was a role missing. P14: “This is exactly what was missing, somebody who is
responsible for scaling the project to other business units. On the one hand,
being a change manager, who is looking into the manual processes, talking to
the people to understand what they need to understand the predictive figures.”

Detailed input; HCD/UX related

Although the team had no HCD/UX expertise, the interviewee was aware of
the value. He perceived it as a way of communication and visualization. P14:
“I think the topic is very important. In the end the algorithm or the figures are
useless, until you see the impact of a good forecast, such as improved accu-
racy for turnover and sales figures, planning to use a dashboard to make this
impact visible and easy to understand, this is a good user experience regard-
ing our PDP.” For him it is more an afterthought rather than a role that is
necessarily involved right from the beginning.

Detailed input: Different issues

When asked about the advantage of the team combining the business domain
and technological know-how, he said that it is really hard to find people with
this skill set and profile. P14: “It is really hard to find somebody who is willing
and able to code, but also is a business domain expert.” It is therefore not a
sufficient solution to address all the pitfalls and challenges encountered.

5.3.4 Insights and findings from Beta-Samples

Each use cases followed a very different development process and starting
point. Karlsruhe hired an external agency to develop the Al/ML solution, due
to missing skills in their own team. Berlin hired a data scientist before starting
the project and trained him as a factory planner. In this way the Al expertise,
as well as the domain knowledge were combined in one person. The goal of
the project was not to replace the factory planners, but build up a headcount
with a different skill set. This fact was very helpful during the development.
However, when scaling up the concept to other factories, they faced very sim-
ilar issues to the other teams. This additional research particularly supported
the initial findings from the Meta-Sample. However, another theme was added:
16. External vs. internal software. Erlangen and Berlin developed their own
software solution and infrastructure for the final product, whereas Karlsruhe
used a 3rd party solution. This had a huge impact on the duration of the final
phase of the project.

16. External vs. internal software

Karlsruhe used a 3rd party software solution to implement their Al/ML
system. Both approaches have their pros and cons, important factors when de-
signing Al systems and added to the list of themes. The Karlsruhe team - from
a technical point of view - was faster with the implementation because they
were able to use a given infrastructure and there was no need for them to set
this up in the first place. However, a disadvantage is that they were relatively
inflexible regarding the choice and use of certain models. This was especial-
ly an issue with products that were hard to predict, as well as new product
releases. On top of this, for any new product that needed to be integrated into
the solution, the team in Karlsruhe would need the expertise of the external
consultancy.

5.4 Conclusion

This case study research (Meta and Beta-Samples) looked for the overall
pitfalls and challenges when developing smart algorithms in the industrial Al
domain. It showed that a lack of a human-focus and misunderstanding of the
workflow of the factory planners (‘users’) was a big issue. It became also clear
that a lack of Human-Centered-Design and with this a lack of a) self-descrip-
tiveness, b) conformity with user expectations, ¢) controllability of the system
and d) error robustness is not the only problem that occurred during the de-
velopment. This initial collection of issues in a very open manner revealed that
the hypothesis was supported, amongst other potential research areas and
subject matters, the two Beta-Samples also confirming those initial findings.

With this, the logical next step is to further emphasize the designer’s role
within the whole research area, by mapping those themes to further research
informed by expert interviews and a structured literature review. The expert
perspective would sharpen the industrial Al/ML perspective, as well as bring
in knowledge from different case studies and therefore make comparisons
between them possible. Further examination of secondary sources conducted
by other research scholars focusing on the UX and design component(s), to
try to understand what HCD/UX designers would need to add to bring a hu-
man-focus to Al/ML development. This combination seemed to be a promising
approach to turn the focus on to the HCD/UX issues.
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225. This interview is counted as the second
expert interview, because the one interview
with the external consultant from the Karls-
ruhe Beta-Sample was counted as the first.
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Chapter 6. Expert and External Input

6.1 Introduction

This section is designed to be convergent. It matches the data collected and
gathered from the Meta and Beta-Samples with insights from experts and
other projects, Siemens internal, as well as external, also from other areas to
validate the findings, but also check for unexposed issues. This was done in
two ways. Firstly, by talking to experts in the field, secondly, by examining the
literature that is focused on the issue of HCD/UX involvement in the field of Al/
ML.

Explore the Problem Space: Design Challenges

6.2 Expert Interviews

The interview guide for the expert interviews was different compared to the
case study interviews. They were more structured and not targeted towards

a specific project, but an overall comparison between different projects, to

try to evaluate the initial case study findings. All four experts (1 internal, 3
external) have a lot of experience with many different industrial-, as well as
more commercial Al/ML development projects. Data analysis was done in a
similar manner to the case study interviews, but additional codes and patterns
emerged. Besides the already given cluster of issues, a section about lessons
learned and strategic decisions as well as proposed offerings were revealed.

List of interviewed experts:

E2 - Al Consultant/Sr. Data Scientist (English)
E3 - Sr. Data Scientist (German)

E4 - Sr. UX Researcher/ML Designer (English)
E5 - Sr. UX Designer (German)

6.2.1 Detailed participant input (E2-E5)

(External) E2: Al Consultant/Sr. Data Scientist ...

The second?® expert interview was with an external Al consultant working in
an agency in Munich. This person has a very diverse background in different
areas such as engineering and data science, but also change management,
both in academia as well as industry. He described himself as being familiar in
the qualitative as well as quantitative world. That's why he also likes work-

ing in data science and advanced analytics, because perspectives from both
worlds are helpful and valuable in this area. He provided a lot of insights and
topics from a diverse range of Al/ML projects as well as the different angles he
represents due to his diverse background.

Detailed input: Al in general

When asked about the vision of the agency the interviewee made the point
that they are not selling Al/ML solutions, but digital transformation. E2: “.. is

a digital transformation data science consultancy...” He said that with this they
raise the awareness amongst their clients that a holistic approach is necessary
to implement technological solutions. For them any ideation for a technical
solution is accompanied by ideation on process improvements, too. As a huge
issue he mentioned the gap between PoC and final implementation. E2: “/
mean, there's this problem of pilot status that large corporations think: Right,
we need to get in data science and Al, MVP is a fairly low risk way of doing it.
But then you just get activities that don't add up to anything. And the initial
enthusiasm goes away and executives are saying: Okay, that's it?" He was also
referring to the issue of change management and expectation management,

which in the end, both guide the way to digital transformation. He said that

it was easy to spot low hanging fruits in all those PoC and MVP projects, but
once those were solved the real work starts. E2: “One side is the kind of the
culture of the technical work and how that... you know, what you're trying to
achieve in a proof of concept is not what's required for a production like sys-
tem.” Most companies realize that Al/ML is no magic, that structural change is
needed to fully unlock the technologies potential, together with empowering
their workforce. These challenges most of the corporations don't want to take
on. In that regard he was also making a point about Al/ML expertise. Informed
stakeholders would be aware of this and willing to take on this journey, where-
as the uninformed others won't.

Detailed input: Project & process related issues

When it comes to concrete project issues he also mentioned the definition of
success criteria and how to define and measure them. It is easier to incorpo-
rate quantitative factors into the model, but qualitative features that might

be relevant to solving the problem are not so easy to reflect in a model. He
also made the point about the gap between Al/ML expertise and the business
domain. E2: “..you as the technologist, you need to measure stuff. And even
better, you need to optimize stuff. And so you press someone for a number and
they say for example: Okay, yeah, | don't know, like, widgets per person per
hour, great. ... you're trying to link these two sides, there's always going to be
something that is unable to be quantified and you need to be sensitive to that.”
He made the reference to a fraud detection use case. He and his team derived
features from a labeled data set and the model performed really well to clas-
sify fraud or no fraud. But the value added for the customer would have been
if the model could also make inferences on how often and why a person would
commit a fraud. From a statistical perspective the model performed very well,
from a client perspective it was not enough to purely classify the events.

He had a couple of insights which were related to the topic of predictive de-
mand planning, because he worked on some projects in that area. One major
point he made was the issue of trust in those kinds of systems. As long as

the predictions are very close or even similar to the manual forecast, trust is
not an issue. As soon as the Al/ML driven system displays different numbers,
that's when humans start to doubt the forecast. In that case they felt their
expertise was questioned, which caused them to turn the case around. Addi-
tionally, when those forecasts did not fit the profit goals of the managers, they
would manually add their numbers. E2: "And they suggested totally changing
it. And they said: You know, you've used this approach for years. But you know,
we really think this one is better and look quantitatively, it'll give you these
savings. And so there was kind of an agreement that: Yes, we should move to
that new approach. But culturally, it wasn't there. So the prediction as a pre-
diction was being made, but then the stock managers are saying: Okay, yeah,
times two.” For him this again made clear how important the matter of change
management for those kinds of projects is. As well as really understanding the
overall process the forecast needed to fit into.

He mentioned some issues that are HCD/UX related without naming them in
that way. To him the classical data science approach is very technical. It does
not imply a feedback loop driven by the end user, which could completely
change the direction of the whole project. He said that this was really an issue
he had not discovered how to solve so far. The focus on technology made it re-
ally hard for him to involve the user and their focus and the other way around
a lot of users did not understand what the data science experts were doing and
therefore did not provide their input. E2: “..what | would like to have is kind

of some sort of interactive mock-ups, interactive slides that sort of show the
problem with the live data and say. We can go this way or that way, and you
can kind of annotate things. ... There's dashboarding tools, and there's interac-
tive notebooks and stuff, which are really good tools for data scientists to use.
But not so much for business users.” He was looking for a way to prototype

or simulate Al/ML features and capabilities in a way that could be shown to
business domain experts, as well as from the technical perspective in order to
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In computer science and engineering, a black
box refers to a system where it is impossible to
understand and explain its internal mecha-
nisms, how the output is related to the input.
Artificial neural networks are often referred to
as black box systems, since it is not obvious
how the neural net reaches its conclusions.
The opposite concept of a black box is often
referred to as a white or glass box.
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get their feedback, which should be a part of a proper HCD/UX practice.

Detailed input: Potential solutions/offerings and other learnings

To bridge the gap between ML and the business domain the consultancy
introduced a special role. E2: “So this Al consultant role is in between the data
scientist and data strategist. .. the data translator role. And their job is really to
understand what's the business problem and to be able to translate that to the
technical people. And so it's this kind of go between where you can say: Okay,
yeah, | understand what the methods are capable of, and the technologies, but
equally, | know that actually, these are the whatever, these are the processes
and these are the personalities, and these are the politics going on.”

Another important point he made was that there is a difference between
statistics and ML. E2: “.. there's always the split in the Al world between like
machine learning, and statistics. And my expertise is much more one the
statistics side, so | can do the basic machine learning stuff. But my interest is
backwards, which one's statistics, so it's thinking about the processes that are
actually generating the data, making predictions, yes, but caring how those
predictions were made. So, in other words, being able to make inferences
about the models that are predicting them. Not just making the prediction.”

He had a lot of ideas about the HCD/UX perspective. His definition was very
open, but very useful. E2: “I would say, design is the iterative process of
creating a solution to a user's problem. And | suppose the main things in

that definition would be, of course, it's iterative, you don't just sit down and
do it once and be done with it. It's motivated by a problem. But that problem
belongs to a user. So the interpretation of that problem depends on who the
user is and may not actually be kind of the right problem. And yet, ultimately,
you're trying to come up with a solution.” To him the biggest value is created
during the initial stage of gathering the user requirements and empathy. But
also during modeling he saw a great chance in the designer’s perspective of
a creative unforeseen use of Al/ML technigues. To him collaboration between
data scientist and designer is an important aspect. Both can benefit from

each other’s knowledge and perspective. E2: “..people that come from the
technical side, have a sort of standard data science workflow. You think you
kind of know what the use cases are, and you've got some data. And so away
you go.” Designers can heavily support the communication and visualization
of the results and bring in the human-focus, whereas data scientists' know-
how on data and the capabilities of the models is beneficial for designers. He
said that they do not employ a design expert per se, but that they embedded
the data science approach into a larger Design Thinking process. E2: "And so
that technical exploration work is embedded in this larger process, which you
can kind of conceptualize from a design thinking perspective...you're basical-
ly trying to understand, kind of define the problem, | think empathy is in it,
empathy, define, ideate, prototype, test, that sort of cycle. So, the empathy and
the define will involve technical people in those processes, but that will be led
by the strategists typically, the ideate again, we do that almost always through
workshops with the clients. And it's very rare, in my experience it's pretty rare
that at that stage we would actually have any sort of technical solution to show
- it will just be whiteboards. [...] We would spend quite a bit of time on thinking
around the ideas and the use case. And then the prototype phase is when you
actually start coding.”

When asked about the outlook of Al/ML activities he said that he could imagine
two scenarios. E2: “.. | think there's kind of two ways that can go: one, the
optimistic route, is that in five years, people have a much better understanding
of Al as a technology to augment design and user experience. The negative
version of that is that you've got tools that go off and develop as tools and get
deployed as tools. And yeah, they're basically kind of black boxes. People don't
understand how they're predicting things the way they do.” He would prefer
the optimistic route.

(Internal) E3: Sr. Data Scientist

The third expert interview was with the internal Head of an Al lab of a different
Siemens unit. This person has a strong background in computer science and
advanced analytics. He provided a lot of insights and topics from a diverse
range of industrial Al/ML projects for different Siemens divisions (mability,
corporate technology, healthcare, digital industries, smart infrastructure).

Detailed input: Al/ML in general

When asked about his vision for the Al lab, the interviewee mentioned ‘Re-
sponsible Al' and people enablement. E3: “Catalyze a meaningful impact of Al
technology for Siemens.” Saying that, we take care and promote responsible

Al, responsible technology over all. Catalyze meaning that we measure our
success with, how fast we can enable our company and clients, not in the typ-
ical approach of how many and long the contracts are that you arrange,” thus
presenting quite a strong focus on people and their development. He also men-
tioned the issue of missing Al expertise and that they targeted their offerings
regardingly, through a format called ,orientation’.

Detailed input: Issues

As a major issue he also mentioned the gap between PoC and implementation.
They established a role in their team which specifically focused on the transi-
tion from PoC to product. E3: “We have somebody who focuses on the transi-
tion from PoC to a productive environment, because this is a common pitfall....”
Hence, as E2 he said that stopping with a successful PoC is not getting the
business anywhere.

Detailed input: Potential solutions/offerings and other learnings

Instead of talking too much about pitfalls and challenges, he offered a deep
dive into the Al lab’s offerings. He said that in the beginning, they focused a
lot on project execution, but that they realized that they often spent too much
time looking into data and trying to make the customers problem fit to an Al/
ML problem. In the end, they came to the conclusion that the project was not
a good fit to a data science approach and they had to convince the customer
about their decision. They decided to change their approach because they
wanted to prevent everybody from wasting too much time setting-up a proj-
ect that was not ready for Al/ML. Therefore they offered Al orientation. E3:
“What is supervised learning? What is data driven? What are the problems
with complexity? What is feature engineering? What is a neural net? What is
unsupervised learning? What is reinforcement learning? These are topics we
explain generally, and then context based.” He said that this is their strongest
format. They offer this to Siemens internally, but also for their customers' cli-
ents. Once their customers have gone through that format and still think they
want to go for Al/ML support, they offer a 5 day sprint. During the sprint they
try to develop an initial PoC. He said that in the sprints they get a pretty good
feeling for the overall feasibility. If after 5 days they decide that the project is
not going anywhere, they have not wasted a lot of time on both sides. If the 5
day sprint is successful, they decide together with the customer how they want
to proceed. The interviewee said that it is absolutely crucial to make clear that
they set up a project together with the customer. E3: “We develop the PoC, but
the implementation needs to be driven by the business. ... This is our so-called
inverted responsibility structure and culture. That means it's not us, you're
throwing it over to us, it's you in it. And accordingly, you pitch, not us.”

He perceived HCD/UX activities as very valuable. Depending on the project
they took this role on board, primarily from the Siemens internal UX depart-
ment. He said that the main value added is having a diverse perspective
integrated into Al/ML development. E3: “.. it is very helpful and crucial to have
a lot of different perspectives combined in your network, to spot blind-spots
maybe, diversity, but also different competencies, meaning a community. If you
can activate this for your projects, to have an extra step of validation regarding
the impact of your technology, that is so important.” He also made the point
that best practice sharing needs to be established within the different units.
Not wasting time in work that somebody else has already done, but under-
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standing how use cases could potentially learn from each other.

He also gave a detailed view of the difference between B2C and the indus-
trial Al/ML landscape. In his view, B2C is targeted towards customization,
whereas B2B is focused on optimization. E3: “We have industrialization, which
is increasing efficiency, increasing productivity, and you have the consumer,
B2C area, which goes to predictive behavior, attention, and maybe a little bit
of manipulation as well. We call it personalization like that.” He said that he
sees an issue with this pure focus on optimization. For him, both orientations
are valuable, the industrial domain in particular, would heavily benefit from

a better understanding of their customer which is currently outside their
scope, missing out a very important aspect of Al/ML technology. E3: “These
two worlds, which we would like to treat as separate, because we say we don't
want to get into the also questionable application behavior of transparent
work, what we call profiling, monitoring, so to speak, that we don't have in in-
dustrialization. We do have it. We have to have it. We have to get closer to the
customer. Personalization per se is not a bad thing, but simply, we have to get
closer. And that is currently still very much separate.”

When asked about his opinion of an outlook on Al/ML, he said that Al is here
to stay. The value of a data-driven approach is too big and the influence on
business processes too huge to say that it doesn’'t make any sense to follow
this route. E3: “I've got bets going with the robotics guys and they're going to
say, At some point, the Al hype is going to be over." No chance. Data-driven
approaches have such an impact on internal processes, internal sales, internal
HR, strategy overall. You just can't get rid of this anymore.”

(External) E4: Sr. User Researcher/ML DESIGNET  ...vvceeooeeeeeeeeeeeeeeceesesseeeeeeeeeres

The fourth expert interview was with an external User Researcher and ML
designer working in a big corporation in the San Francisco Bay Area. This
person has a background in computational neuroscience, but her interest in
user research turned her into a UX Practitioner. She is also the organizer and
founder of a meetup devoted to ML & UX topics. She provided a lot of insights
and topics from a diverse range of Al/ML projects with a UX perspective. She
also arranged additional exchanges and further connections with relevant
people from the field of Al and design.

Detailed input: Issues

A lot of the projects she worked for had HCD/UX practitioners, as well as the
data science perspective involved. However, based on her experience working
in a variety of Al/ML projects, she made the point that it is hard for designers
and data scientists to collaborate, not only due to the fact that their processes
are not aligned, but that they often work in their specific silos. E4: “HCD/UX
professionals and data scientists work in different departments.” When talking
to fellow HCD/UX practitioners she realized that a lot of them have no deep
understanding of the technological aspects of Al/ML. E4: “Design professionals
lack the skills and deep knowledge about Al/ ML capabilities.” She also faced
prejudice when talking about her mix of ML and UX as people thought she
would not be good in either area, which is why she set-up a meet-up around
the topic of MLforUX. Her goal was to make the technology and activities in
that community available to a larger group of practitioners. When she started
in 2017, it was only a very small group of people. E4: “It is a very small com-
munity of skilled ML designers.” She was hoping to be able to change this in
the long run. In her view, the involvement of HCD/UX experts is much needed
in the field of Al, ML and data analysis. E4: “We can contribute to the lack of
human focus and luckily, some companies already understand the demand for
Human-Centered-Al. They are hiring for this kind of combined skill.”

(EXtErnal) EB: SP. UX DESIGNET ..o eeeeeeeeeeeeesessssssssssesmssssessssssssessesesseeeeeseseseees

The fifth expert interview was with an external UX researcher working in a big
corporation in Munich. This person has a background in engineering and user
experience with a focus on product and business development. He did his PhD
in intersections of privacy & security, Machine Learning, robotics, and cultur-
al differences in HCI. He provided a lot of insights and topics from a diverse
range of Al/ML projects with a UX perspective.

Detailed input: Issues

The interviewee also mentioned collaboration with data scientists as a crucial
advantage for his involvement in the field. However, he also mentioned that
this is not a given for a lot of UX practitioners. Besides their lack of access

to data scientists and that kind of expertise he also said that they often join a
project when a lot of the decisions have already been made. E5: “UX designers
join late in the development process”. HCD/UX in that case is perceived as an
afterthought to make a nice interface. He said that this is not a new challenge,
but it makes it even harder for designers to influence and understand the
guidelines that are necessary to work in the area of Al/ML. He also mentioned
that a lot of his design peers do not perceive designing for Al/ML demands a
new way of working. E5: “A ot of design professionals are not aware that Al/
ML is a different design material.” For them the same steps and tools apply as
for other software development projects. In his view, a lot of designers are also
overwhelmed by the technology. They don't understand what the systems are
capable of and think that they have no expertise that could be useful when it
comes to data, statistics and modeling and the training of the algorithms. E5:
“They don’t know what they can contribute to ML development projects.” For
them the whole development is a black box, based on advanced math, coding
and some kind of magic.

6.2.2 Insights and findings from expert interviews

The expert interviews contained a lot of additional insight from the Al/ML field
in general, as well as HCD/UX focused. They revealed an additional challenge
that was added to the list of themes. Talking to the experts also revealed in
what way some of the case study themes were also specifically HCD/UX relat-
ed.

17. Gap between PoC and implementation (P2 + E2, E3)

P2 already mentioned that issue. He said that the team had to put a lot of effort
and time into the migration of the PoC into a stable productive environment,
which is partly also related to the challenge to develop a deployable system
from scratch, or to use 3rd party software and infrastructure (theme 16). Since
he was the only participant to mention that item, it was not included in the
final set of themes. However, since two out of the four experts also mentioned
related concerns, it seemed to be an important aspect. E2 mentioned that very
often he sees a lot of successful PoC that never get implemented, because the
technical know-how needed for a productive system is not necessarily covered
by data scientists and ML experts. E3 even revealed that they have set up a
special role in their team to make sure that their successful PoC's are imple-
mented.

01b. HCD/UX professionals lack Al/ML-expertise (E4, E5)

Alack of Al/ML expertise is also related to the HCD/UX domain. Most design-
ers are not experts in the field of Al/ML, so also have the wrong expectations
of the technology. In addition, they cannot judge and evaluate how the technol-
0gy can be a value added for their solutions.

05b. Gap between ML and design domain (E2, E4)

HCD/UX experts often have no direct access to a data scientist or ML engi-
neer, either because there is no data scientist in the team, or each professions
works in a different department. Neither are their processes and ways of work-



ing aligned, which makes collaboration very hard. Furthermore, they also have
different focus areas; whereas Al/ML is focused on data, HCD/UX approaches
heavily follow the concept of a human-focus, while both are actually very

valuable for the development of Al/ML solutions; it is a matter of aligning both .
worlds. Erlangen Karlsruhe Berlin Experts

List of Codes P1|{P2|P3|P4|P5|P6|P7|PS P9|E1 PIolP11 P12 P13 P14 E2|E3 |E4 |E5
14b. HCD/UX timing (E4, EB)
Al hype and consequences X X X

A lot of UX professionals join late in the process and are not involved during Management expectations . . X X X X

the development stages. This issue has already been mentioned before, but re- Bectatonmanagement o [ [ [ e o e T T T e [ T T T o]

ceived additional attention since both experts from the field also mentioned it. Change management X | x X X
Culture and mindset X X | x X

15b. HCD/UX value & awareness (E5) Eiﬂﬂﬁﬁgiiéffﬁiiomm x ) X ;

Most HCD/UX designers are not aware of Al/ML demand for new processes, Human-focus missing X X X | x
methods and tools. They don't think that they can add value in such a techni-
cally driven process and domain. Besides enabling designers to contribute to Project scope/goal X X_| X X X
the field, it is also pa_rt_ly a matter o_f bU|ld|_ng awareness amor?g_st deS|gner_s Alignment to process » » " .
that Al/ML need their input and point of view, while also providing them with Post processign steps
guidance on how and where to start. Data quality X X | x X X X | x
Data access X X

Data analysis/-preparation X | X X

Define data sample set X | x

Available resources X X

‘Definition of Done’ X X | x

. . KPI definition X X X

Gap between PoC and External vs. internal HCD/ UX professionals Error metrics . "

implementation (P2 + software (P9) lack Al/ ML-expertise Coaching M "

E2 E3) (E4, EB) Translate business needs to data needs X | x x| x X X X
Bridge the gap - tech & business X X X X

Gap between ML and Skeptical users X X
Acceptance of the users X X | X | X X | X X

design domain (E2, E4) Access to the users

x
<
x
x
x
x

x
x
=
x
x
<

Pilot user X X

. . . B . . Focus on user X X
Table 6.1: Overview of added insights from Beta-Samples and expert interviews User nvolvement/avalability Tx p

assigned to clusters Client involvement X X X | x

Fear of losing job X X
Assistance vs. automation X X
Transparency of the system X X

Visualization X X X
Biased presentations/communication X X X X
Management influence X X
Impact of results X X | X X X X
Gap between PoC and implementation X X | x
Feedback loops

>

x
x
<
x
x
x
x

Sprints X X | X | X
Transparent project structure X
Uncertainty/open results X X X | X

Expectations towards HCD/UX X
Definition HCD/UX X X

Facilitation X X
Requirements/needs X X X | x
Focus X
HCD/UX expertise X
HCD/UX awareness X X X
HCD/UX timing X X | x X
Frontend X X

<

Value proposition X
Data+business+human X
Positive attitude towards the technology X X
3rd party software X
External partner X
Upskilling X
Black box models X

Table 6.2: Overview of list of codes from Meta-Sample, Beta-Samples and expert interviews

8
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6.3 Structured Literature Review

6.3.1 SPIDER framework and PRISMA matrix analysis

A systematic review of publications in the field of Al/ML touching on the issue
of Human-Centered-Design/Al was conducted, following the SPIDER frame-
work?®. This framework supported the process of defining the eligibility criteria
for the systematic review of qualitative research publications. The final list of
publications was then filtered through the PRISMA flow diagram?7?% (see Fig.
6.3). Literature containing all the search terms and were related to industrial
Al/ML input was not found, showing again that this is to a large extent, still a
white spot.

(S)ample: Designers (HCD/UX) of Al/ML-based systems, products and solu-
tions (in the context of industrial Al)

(P)henomenon of (I)nterest: Research that examines the development for Al/
ML-based technology by designers (HCD/UX) and their involved challenges

Study (D)esign: All types of research designs

(E)valuation: Research that presents insights and findings on the experience
and perspective of designers (HCD/UX) in the area of Al/ML

(R)esearch Type: Peer reviewed research in English and German

Information sources: Google scholar, Researchgate, SAGE, conference proceed-
ings (e.g. AAAIL CHI, HCII)

Search Strategy:

Domain/context (e.g. Industry, ‘real world', best practice, art, design)

AND Human-Centered-Design (e.g. Design Thinking, UX, HCD, HCI, HAI)

AND Al/ML related terms (e.g. intelligent agent, Al, ML, deep learning, neural
nets, predictions, classification, NLP, voice assistants ,chat bots)

6.3.2 Insights and findings from literature review

In order to counter and respond to the pitfalls and challenges found in the case
study research of the Problem Space and adding the human-centered perspec-

g Records identified from:

= Scientific Papers (n=36)

& Website Articles (n=35)

=

c
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Records screened: Records excluded
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Records assessed for Records excluded:
eligibility Technology /data focus (n=8)
(n=69) Not based on practice (n=14)

No scientific basis (n=30)
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Figure 6.3: PRISMA matrix

tive to the development of Al/ML infused systems, it is crucial to enable the
HCD/UX practitioners to contribute their expertise and knowledge. The papers
included from the systematic literature review revealed reasons and problems
that were relevant and occurred during the development of Al/ML infused
projects from a design perspective. A lot of the identified literature from sci-
entific sources was not written by design practitioners themself, but is based
on gualitative interviews with them, so this research adds a new angle to the
academic discourse, also since the researcher’'s own perspective derives from
being an active member of the development team, being able to judge whether
or not the challenges and issues found are also applicable to the industrial Al
context.

Overall, the systematic review supported the hypothesis that Al/ML are a new
design material, because Al/ML systems are very complex and the designed
outcome is non-deterministic, as stated in chapter 3.3.1.

In order to enable designers to work with this new material (Allen, 2017; Dove
et al. 2017; Wu/Zhang, 2020) a couple of gaps and missing items were identi-

fied. Designers lack, a) Al/ML expertise (Dove et al., 2017; Yang, 2018). They are

not familiar with statistical data sets, which are often based on telemetry data
(Kun et al., 2018/2019). They understand Al/ML capabilities in a broad sense,
but not specifically. Furthermore, there is a lack of Al/ML training targeted

at design, HCD and UX practitioners (Bergstrom/ Warnestal, 2022; Fiebrink/
Gillies, 2018). Further, b) current design tools do not serve the demands of Al/
ML development (Allen, 2018; Fiebrink, 2019; Wallach et al., 2020; Zdanowska/
Taylor, 2022; Yildirim et al., 2022). They need either to be adapted, such as e.g.
user journeys & workflows, prototyping & testing possibilities (Shneiderman,
2022), as well as new ones need to be created, such as e.g. Al/ML systems
monitoring, and integrating and reacting to feedback loops (Maeda, 2019), and
c) AI/ML exemplars & abstractions / best practice sharing (Yang, 2017; Yang
et al.,, 2018) d) collaboration with Al/ML experts (Girardin/Lathia, 2017; Yang et
al., 2020) to partly overcome the challenges referred to.2®

Missing Al/ ML-exper- HCD/ UX professionals Lack of Al/ ML exper-
tise (all) lack Al/ML-expertise tise

(E4, E5)
Gap between ML and Gap between ML and Missing collaboration
business domain (P4, design domain (E2, E4) Al/ML experts
P5, Pé, P7, P§)

Table 6.4: Themes mapping from case study research, expert interviews and
literature review

6.4 Conclusion

The initial Meta and Beta-Samples revealed a variety of pitfalls and challenges
when developing industrial Al/ML solutions, in total 16 themes emerged that
touch upon issues from design, data (science) and the business perspective.
The missing human-centeredness was one of the main aspects that emerged
from this research. The expert angle brought in a transfer to other use cases
and projects, as well as the HCD/UX perspective, adding one theme and show-
ing that some of the initially found challenges are even design specific. The
systematic literature review shed light on the pitfalls and challenges for HCD/
UX designers when working with Al/ML as a design material.

230. The additional findings from the cross
case validation Beta-Samples, together with
the insights from the expert interviews and the
systematic literature review were published in
a paper for HCI International 2021 Conference
(see Heier, Jennifer, “Design Intelligence - Tak-
ing Further Steps Towards New Methods and
Tools for Designing in the Age of Al". HCII 2021,
LNAI 12797, pp. 202-215, 2021.). The intention
was to start a conversation about possible
solutions to the already given challenges by
mapping problems to solutions and analyzing
how far they matched.
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The main aspects and implications that derive from this threefold approach are
the recognition that a) non-experts lack of Al expertise was an overall issue
with a need for learning material targeted towards different audiences and
their levels of expertise, b) a lack of collaboration between the involved pro-
fessions - such as design, data science and the business domain - perceived as
a gap between those perspectives, resulting in c) unaligned approaches and
wrong expectations during the development of Al systems, with consequent
lack of user involvement and missing trust in the systems’ output reported.

The research carried out made it clear that a lot of factors contribute to the
development (or otherwise) of Human-Centered-Al. The analysis of the individ-
ual steps involved in the development process of Al/ML applications played

an important role. Only a systematic, process-driven solution can lead the way
to the development of new methods and tools taking into consideration the
insights mentioned above. Several measures and actions, as well as collabora-
tion with other professions, can provide the impact needed to enable designers
to shape the development of Al/ML agents and algorithms and provide an
understanding of the relevant actions which need to be taken when consider-
ing a proposed solution.

Chapter 7. From Problem to Solution
Space

7.1 Introduction
Human-Centered-Al instructions - a systematic approach

The human-focus in current Al/ML development is important. A lack of user
involvement during its development results in trust missing from the output of
those systems and one consequence - amongst others - is the adoption of Al/
ML infused solutions viewed in a negative way, as illustrated by the research
sections in Chapters 5 and 6. These findings open the doors for Human-Cen-
tered-Design activities in the age of Al, consequently in turn affecting the
decisions and practice of designers, asking for new methods and tools. This
section represents the transfer of the findings from the Problem Spaces into
practical applications (process, methods, tools) for designers - Solution Space.
Integrating Al/ML into design practice - Design Intelligence.

7.2 Summary of Challenges for the Design of Al/ML Solutions

There are many different challenges out there, as mentioned in Chapter 3, as
well as shown in part Ill. Problem Space Chapters 5 and 6 of this work. Most
can relate to the following themes:

>> Al expertise - lack of design training material and education (especially
data-driven topics, as well as Al/ML capabilities)

Within that area, relevant issues and items are a) challenges to frame what
counts as Al/ML, b) challenges to understanding Al/ML capabilities and c)
challenges to envisioning novel, practicable Al/ML applications for a given
design problem. These issues are also relevant for the business domain expert
and strongly related to any challenges that occur due to particular expecta-
tions.

>> Missing tools - lack of low fidelity prototyping, dynamic and non-visual Ul's,
feedback integration

When it comes to the application of current tools designers face a) challenges
in iterative low fidelity prototyping and testing human-Al interaction and b)
challenges in crafting thoughtful and dynamically evolving interactions.

>> Collaboration - aligned processes (designer/data scientist/business)

Relevant topics that are assigned to this theme are a) challenges to collabo-
rating with Al engineers, and the gap between the involved domains of design,
data and business thinking, b) challenge to bringing a human-centered view to
Al/ML development, c) HCI/UX experts often only join towards the end of the
development process and d) the related experts work in silos.

>> Best practice sharing - missing collection and documentation of Al infused
project exemplars

Besides the issues mentioned above, designers face challenges finding infor-
mation related to actual Al use cases, exemplars, abstractions, which reflect
the overall missing focus on real world scenarios in the Al/ML domain.

Different solutions are proposed and have already been implemented in part
(see Chapter 3.3.4). However, they are not effective and efficient since they
mostly only focus on one of the above aspects, and only on the design perspec-
tive. In order to enable designers to access a stream of activities it is neces-
sary to combine the already given solutions, adapt them where necessary and
fill the gaps, as well as take the other professions involved in the development
of Al solutions into account, such as technical and business experts. This is
where the value added is created.

>> Additional need - providing an Al overview and entry point

During a lot of conversations with designers, students, as well as business
experts, it became clear that the information about Al ‘out there' is overwhelm-
ing. People had no idea where a designer could potentially add value during
the development process. Non-experts have a hard time finding an entry point.
Either material is too generic or too specialized and tech heavy, also missing
the notational forms that suit the related target audience of non-experts. The
same applies to Human-Centered-Al principles; without a context it is really
hard to follow the prompts. Overall any attempt to support the design com-
munity to get their heads around Al/ML needs to provide a starting point and
from there, different paths to follow, depending on their know- how, skill set
and level of involvement.

7.3 Additional Methodological Angle

This part adds an additional component to the overall methodological framing.
It follows the Design Science Research and practice paradigm embedded in

the context of information technology, systems design and Al/ML data science.
It ought to create an outcome that suits the definition of an artifact, based

on findings from the Problem Spaces and completes the circle towards the
Solution Space. It includes two solutions (Al & design process modules, and an
Al use case framework for documenting and sharing use cases) which together
enable designers to navigate in the age of Al and seamlessly integrate Hu-
man-Centered-Design into the overall development process. The focus audi-
ence is the overall design community interested in the Al/ML domain, primarily
beginners looking for guidance in that area, but also experts who can benefit
from both solutions. Since the process modules are meant to foster collabora-
tion between design, data (science) and the business domain, those stakehold-
er groups are also addressed by the solution.

7.3.1 Design Science Research and practice

Al and ML can be allocated within information technology (IT) and information
systems design. In this domain, Design Science Research is a very common
method. It has its origins in engineering and computer science.
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“Design Science Research (DSR) is a problem-solving paradigm that seeks

to enhance human knowledge via the creation of innovative artifacts. Sim-

ply stated, DSR seeks to enhance technology and science knowledge bases

via the creation of innovative artifacts that solve problems and improve the
environment in which they are instantiated. The results of DSR include both
the newly designed artifacts and design knowledge (DK) that provides a fuller
understanding via design theories of why the artifacts enhance (or, disrupt) the
relevant application contexts.” (vom Brocke et al., 2020, p.1)%!

A Design Science Research project can either be motivated by an existing
theoretical base or by inspiring and informing practice, making it suitable for
the given research approach, since it meets all aspects mentioned. Namely,
the practical part of this work wants to create innovative artifacts (process,
methods and tools) for designers that are concerned with the development of
Al and ML systems. This output should be created based on the findings from
the Problem Spaces.

7.3.2 Positioning of Design Science

Design Science is a hybrid method. It incorporates aspects of theory and
practice. “While Social and Behavioural Sciences seek to understand reality,
Design Science Research (DSR) seeks to invent (design) new means for acting
in the world in order to change and improve reality. As a result, DSR re-creates
reality through creating and evaluating artefacts that serve human purposes
and solve human problems (March/ Smith, 1995%%2; Simon, 1996).” (Venable et
al, 2017, p.2)>

Although it is perceived as a different approach compared to traditional social
or natural sciences, some Design Science practiced by a certain group of
researchers has an affinity with aspects of natural, as well as social (more
specifically behavioral-) sciences. “One way in which design science differs
from social or natural science is its stronger dependence on functional expla-
nations grounded in the relationship between functional requirements and

the prescriptive components of the design,” (Venable et al., 2017, p.5) the main
difference being the focus on specific practices, processes and artifacts?4!%,
Therefore it is often talked about within both scientific streams when examin-
ing information technology and systems development. “Two paradigms charac-
terize much of the research in the Information Systems discipline: behavioral
science and design science. The behavioral science paradigm seeks to develop
and verify theories that explain or predict human or organizational behavior.
The design-science paradigm seeks to extend the boundaries of human and
organizational capabilities by creating new and innovative artifacts. Both para-
digms are foundational to the IS discipline, positioned as it is at the confluence
of peaple, organizations, and technology.” (Hevner et al., 2004, p.75)%% An im-
portant aspect mentioned in the remark by Hevner et al. is the position of the
methodological stance in the intersection of people, business and technology,
also as the sphere of activity of any Human-Centered-Design (for Al) endeavor.

7.3.3 Guiding principles of Design Science
“Design science is inherently iterative.” (Hevner et al., 2004, p.88)

The development of innovative and new ideas, concepts and artifacts is, by
default, a process that runs in iterative material, temporal and cultural cycles.
It is therefore not surprising that the same counts for Design Science. Being an
iterative approach, “Design is both a process (set of activities) and a product
(artifact) - ‘a verb and a noun’ (Walls et al., 1992, p.42)%* It describes the
world as acted upon (processes) and the world as sensed (artifacts). “This
Platonic view of design supports a problem solving paradigm that continuously
shifts perspective between design processes and designed artifacts for the
same complex problem.” (Hevner et al., 2004, p.78)

The artifact and therefore the practice part plays a fundamental role in Design

Science Research. It is the embodiment of the knowledge used and created

during its development. “The fundamental principle of design-science research

from which our seven guidelines are derived is that knowledge and under-

standing of a design problem and its solution are acquired in the building and

application of an artifact.” (Hevner et al., 2004, p.82) Similar aspects apply to

technology itself. Technology without an application, whether in the form of

a physical or digital system, does not exist. The act of coming up with a new

technology itself is therefore perceived as a little piece of theory on its own,

since aspects of practical reasoning and the use of knowledge are used and a

prerequisite for this development. “Technology has been defined as ‘practical

implementations of intelligence’ (by Ferré, 1988, p.26)%". Technology is prac- 237. Ferre, Frederick, “Philosophy of Technolo-
tical or useful, rather than being an end in itself. It is embodied, as in imple- 9y, The University of Georgia Press, 1988.
ments or artifacts, rather than being solely conceptual. It is an expression of

intelligence, not a product of blind accident. Technology includes the many

tools, techniques, materials, and sources of power that humans have devel-

oped to achieve their goals. Technologies are often developed in response to

specific task requirements using practical reasoning and experiential know!-

edge.” (March/Smith, 1995, p.251)

7.3.4 Research tactics and tools of Design Science

The first artifact of the Solution Space - Al process modules - is set out to
create a solution to the overall accepted hypothesis of the Problem Space,
which is supposed to be embedded in the Design Science Research realm. This
includes the inductive and deductive steps necessary to get from a practical
problem to a set of design principles, the deductive actions to derive more
concrete design decisions, the activities which lead to an instantiated artifact
and finally methods leading to a comprehensive evaluation concept allowing
generalizations and inductive conclusions about the underlying design princi-
ples and theories.

|. Build and evaluate

The activities in Design Science Research are split into four overall aspects.
The initial sets that follow multiple iterations are ‘build’ and ‘evaluate®®, 238. vom Brocke. Jan. and Maedche. Alexander
including a diverse set of different research methods. They cover the aspects “The DSR Grid: Six Core Dimensions for Effec-

derived from social science research, such as interviews, surveys, literature tively Planning and Communicating Design
reviews, or focus groups. Science Research Projects”, pp.379-385, 2019.

[l. Theorize and justify

Whereas the initial part of the activities' goal is to establish new theories
and to enhance performance, the aspects that are related to ‘theorizing' and

justifying” are aiming to extract general knowledge and test the proposed
theories®'".

The second artifact of the Solution Space - Al use case framework - is meant to
supplement the process modules. It follows the same process.

7.4 Conclusion

Focus on aligned processes and tools for human-centered and data-centered
approaches (+business expertise)

The case study research and expert interviews revealed 17 themes that
emerged when designing Al/ML systems in the industrial domain. Missing
HCD/UX expertise was one factor mentioned in the HCD/UX specific cluster.
2 out of the 3 cases did not have a dedicated HCD/UX practitioner in their
development team.

This picture is also reflected in the literature reviews. HCD/UX are not nec-
essarily perceived as crucial factors in every use case. However, in the teams
that were equipped with that expertise, it was perceived as an important part
of the overall process, especially when defining the problem and understand-
ing the business domain, as well as when designing the interaction with the
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end users. On top, it is also very important to find the right timing for the relat-
ed HCD/UX activities which call for the early integration of design activities in
the development process of Al/ML based systems.

The industrial Al domain is very technology and data-driven. It is therefore
necessary to align the proposed solution for designers towards this factor.
Collaboration between data scientists and HCD/UX designers, also incorporat-
ing business domain expertise, seemed to be a valuable asset in that regard.
Therefore the idea of integrating both perspectives in a final solution seemed
to be an important aspect, also addressing business viability. Trying to map an
‘ideal’ AI/ML development process when all professions could contribute their
valuable know-how is therefore the baseline for the practical part of this PhD,
using methods and tools from all three fields were applicable and valuable.
The outcome needs to reflect a shared workflow, common terminology and
language, as well as boundary objects that help all the professions support the
collaboration.




Chapter 8. Al Process Modules

8.1 Introduction

This chapter is divided into build and evaluate and theorize and justify activi-
ties. Related to build and evaluate is the mapping of the best case scenario for
a collaborative approach for designers, data scientists and the business ex-
pertise, based on real world use cases in the industrial Al domain, from which
are derived process modules that integrate and place the designers tools and
activities plus data science and business methods where applicable. Related
to theorize and justify is testing and validation with a use case from another
domain, and with this additional gathered feedback, being able to improve and
transfer the findings from the industrial Al context to a wider spectrum.

Build and evaluate

Connect the Missing Pieces: Process and Tools
8.2 Al and Design Process Mapping

The proposed solutions in this section should primarily suit and address

the needs from the design perspective, using different notational forms and
mixed representations, such as visualization, mapping and journey techniques
presenting an alternative position to a purely data-driven perspective, and with
the methods and tools used, being flexible and adapting to the given circum-
stances. However, the influence of the industrial Al domain should not be de-
nied. It was the source of a lot of insights, technical know-how, conversations
and focus topics. This outcome wants to preserve and present this endowment.

The idea is to give an overview and starting point for the relevant Al/ML as-
pects by mapping the process development steps, showing the aspects which
designers could and should touch upon. This should be based on several real
world scenarios and use cases directly tied to the development process. Only
combining methods and tools with a process and concrete instructions for
steps and actions seems to be a promising combination to enable designers
in the age of Al to embrace this new design material, therefore the Solution
Space has two artifacts, one providing actual guidance and the other support-
ing this with contextual information from actual use cases. The Al process
modules are supplemented with the information and tools already available
(as stated in Chapters 3.2.4 and 3.3.4) making it a system’s approach rather
than a single solution approach. As with every starting point, it is just the
beginning of a very personal journey. It should equip the design practitioner
with the knowledge necessary to decide which path to follow and where to find
input and information for the route ahead.

8.2.1 Inspiration for notational forms

The CRISP DM process and the double diamond process models served as
inspirational, as well as guiding pieces. A combination of both was chosen for
an initial process prototype. The former represents the data science perspec-
tive, whereas the latter includes the design perspective, thus being able to
create a shared workflow, use common terminology and language, as well as
define boundary objects. The combined design and Al/ML process map should
also highlight the points that are relevant for design and UX, as well as special
when designing for Al. In addition, the concept of a data flow diagram (DFD)
was intended to be the means to visualize the process, as such diagrams
manage to express things in a visual way that are usually difficult to explain in
words (see Fig. 8.1, p.94). They are also understandable by both experts and
non-experts and are therefore suitable for various target groups - from design-
ers, developers to CEOs, this also making it possible to address the business
perspective.
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Figure 8.1: Al generated mood board?%#9, based on human input?'

8.2.2 Requirements for the outcome

This first artifact of the Solutions Space aims to fulfill a couple of requirements
to answer the designer’s needs. It should be ‘modular’ meaning to represent
the different steps in a manner which groups relevant items together in one
module, then be able to combine different modules and leave others out.
Designers, HCD and UX practitioners who are very new to the field of Al/ML
should have a very hands-on guide to support them step by step to gain more
experience, whereas designers with a bit of expertise and experience can use
it to experiment and shift things around, trying new and other combinations

to see what happens and also use it to facilitate between data and business
driven approaches.

The whole Al/ML development is heavily based on iterations. Its probabilistic,
complex and partially unpredictable nature is the root cause of this. A non-wa-
terfall approach and appeal are therefore another requirement.

Although the process mapping is derived from case studies from the industri-
al Al domain, the final terminology, flow and action items are supposed to be
domain independent (industrial as well as other domains).

The solution should imply different layers, each incorporating and represent-
ing different levels of complexity.

Finally, the main target group are designers who start getting involved in the
topic. But it should also be helpful for design and data science experts in this
field who can use it to communicate with business domain experts and other
stakeholders.

8.2.3 Benchmarking of processes

When the decision was made to create a design and Al/ML process map and
its modules, there was no solution out there. However, in the course of this
PhD, some publications which address similar solutions became available and
for completeness, are mentioned here. Their existence suggests this issue is
highly relevant and important, but also what different directions similar find-
ings can reveal, and that the industrial Al domain is still a research gap.

Shared Path - Service Design and Artificial Intelligence in Designing
Human-Centred Digital Service
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Figure 8.2: The service design process created by T. Jylkas for Al-enabled
services

The focus in this work is on service design and Al assistants, more specifically
NLP based intelligent services, such as the text and voice based interfaces
found in chat bots as well as Al assistants. The visualized process (see Fig.
8.2) is based on the double diamond approach and divergent and convergent
phases have huge emphasis, resulting in a quintuple diamond process?+.
Business, design and technology are mapped as three different streams.
However, no specific data science terminology or process is integrated. “Since
the research is drawn from one type of application of Al, namely Al assistants,
further research needs to validate the findings in various application forms
and design processes of Al-enabled services.” (Jylkas et al., 2019, p.11)%3 It

is based on five service design use cases and seven expert interviews from
different industries. The research revealed three main areas: the application
of Al'in service design, effect of Al in the service design process and role of the
service designer in the Al inclusive service design process.

Triple Diamond Al Design Process - Human-centered Design for Data-driven
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This process is based on the concept of Design Thinking represented by the
double diamond, as well as CRISP-DM and Knowledge Discovery in Databases
(KDD) process models (see Fig. 8.3, p.95). The process is based on the hypoth-
esis that there is a huge gap between ‘user needs’ and ‘data constraints’ in
current Al/ML development. For Schleith and Tsar, the issues around data are
their biggest concern when developing Al/ML algorithms. “.. we argue that
strong opportunities for Al innovation need to stem from both, a detailed un-
derstanding of the problem space, end-user pain points and current processes,
as well as constraints and opportunities based on data, its availability and ac-
cessibility.” (Schleith/Tsar, 2022, p.139)%“ Therefore their process includes an
added section about data, making it a triple diamond. It is a purely theoretical
process design not based on real world use cases and not formally evaluated
according to specific metrics and practice-related constraints.

Al-by-Design: A 6-Step Approach for Building Human-Centred Al Solution

3. Al-by-Design
Decisions

6. Deliver &
Evaluate

4. Develop

Figure 8.4: The Al by Design process created by S.Westra and |.Zempekakis

This process is meant to combine the design perspective, more specifically,
the designer’s approach to problem-solving, with the data science perspective
on Al/ML technological feasibility. “Data scientists and designers need each
other to create desirable, feasible and viable Al systems. A keen understanding
of both the technologies and customer needs are key.” (Westra/Zempekakis,
2022, p.17)5 It is based on the hypothesis that data scientists tend to develop
solutions without the user in mind and jump directly to solutions and therefore
solve the ‘wrong problems’, whereas designers tend to have the wrong expec-
tations of Al/ML technology and for them, Al/ML is not perceived as a solution
to their problem because it is too difficult to implement. This process is based
on the double diamond, as well as the CRISP DM process (see Fig. 8.4). Itis a
very high level representation of the different process steps. Each of the six
steps is accompanied by an example from a real world project, such as a fully
automated Al car inspection tool.

Implications for the Al process modules

The solutions from the benchmark revealed critical gaps and missing items.
With a small exception from the first service design process model, the two
remaining process representations are very high level with no deep dive layer,
concrete activities and their correlations. They also lack modularity and have
a waterfall appeal, although their iterative nature is mentioned in the more de-
tailed description of the process steps. None of the above publications address
the missing Al expertise and concepts to solve that issue. They do not cover or
provide an overview and deeper information about the design specific chal-
lenges in the age of Al/ML. They also make no reference to any concrete tools
supporting their processes. They seem to have a very low-tech focus, with
their information either derived from B2C case studies or not based on best
practice activities at all. The perspective from the industrial Al domain is miss-
ing completely neither is the domain from the business experts’ perspective.
In order to provide an adequate solution, these issues need to be addressed

and the proposed solution from this PhD can contribute strongly to this
research endeavor, filling some of the gaps mentioned and adding relevant
items.

8.2.4 Design approach and different iterations

Version 1

As an initial step, the definition of the overall process steps using CRISP DM
and double diamond terminology was carried out (Set up, 1. Understand &
Define, 2. Data Input, 3. Modeling & Design, 4. Output, 5. Deployment, Post
Processing). From there, the sub-categories that each process step contained
were defined. These items were then put together as a simple visual in order
to start testing out this initial framework with colleagues from data science,
business, as well as the UX perspective. After the feedback was gathered ter-
minology was aligned accordingly, and sub-categories where edited and added
where needed.

Version 2

Based on the feedback gathered, a second version was produced, this time
with a more advanced visualization of the different items, also representing a
flow of information and dependencies of steps. This version no longer refers
to the visual representations of the double diamond or the CRISP DM process-
es and also adds an additional layer with relevant methods and tools to the
sub-categories, to highlight design relevant process steps. Again, feedback
was collected. The solution was then iterated based on the feedback. After
this version, the terminology, notations, categories and sub-categories were
specified and finally set.

Version 3

As the next step, ‘physical’ paper prototypes were generated. This step was
necessary to turn the idea of a process into the concept of process modules.
This activity fostered the development of a shape for the modules that worked
separately for each single module, but were also combined together, perceived
as a unified whole (see Fig. 8.5). After versions 1 and 2 specified different
items, activities and terminology used this 3rd version, aimed at contributing
to the requirement of modularity in order to create an adaptable process map,
turn the linear appeal into a more holistic picture, while adding different layers
and levels of complexity.

]
Iﬁ.

Figure 8.5: Schematic illustration of the different formal elements
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Set-Up

Outcome:
Project Conditions

8.3.2 Detailed description of every module

1. Initial Briefing

This activity represents the starting-point for the project. It can be a rough
idea, vision, problem, concept, PoC, MVP, data set, or finished product that
needs to be redefined. Whatever it is, the initial assumption is that it can some-
how be solved by an Al/ML infused solution. It is, most of the time, too early

to finally judge whether or not Al/ML methods are the right path to follow. It is
also very helpful to gain an initial overview of the data to roughly evaluate and
estimate if the quality and amount of data meet the baseline of Al/ML data set
requirements.

Al/ML methods (pre) selection: In order to decide team members and
their related roles, an initial, very high level selection of Al/ML methods
based on the initial briefing is necessary. The is a tool that
can be used.

2. Time Schedule/Horizon
Agreement on the duration of the project (start and wished end point).

3. Working Mode

Research showed that a highly iterative approach is crucial and necessary for
this kind of project. In this way, the team can react to unforeseen pitfalls and
challenges. The method was perceived as a feasible and robust
set-up, especially the related sprint logic and time boxing. It is necessary and
helpful to make sure that everybody involved is familiar with this method, or a
short training unit could be included.

4. Team & related Roles

Based on the briefing, timing and working mode, a choice of team members
and their related roles can be made. The recommendation is to aim for diver-
sity and should be emphasized (see 1SO 9241-210:2019-07). A purely technical
team might be able to do the job but fail to understand the business domain
data and focus on the wrong signals and data insights. Research has also
shown that a lack of human-focus has been causing pitfalls and challenges
and lack of adoption and acceptance by users. Therefore, development teams
should be structured with experts from each discipline to make key decisions
as a single unit and not work in silos. Depending on the size and complexity
of the project, the following roles should be taken into consideration: business
domain expert, data scientist, ML engineer, HCD/UX designer, user(s). Other
stakeholders involved: management (buy in and budget), IT department (de-
ployment/implementation).

5. Skills & Know-how

Activities 1 to 4 have a huge impact on the necessary skills and know-how in
the project team. Research showed that Al/ML expertise is a huge issue, in
business, as well as on the designers’ side. In order to ensure a certain level
of ‘Al/ML" knowledge, in the capabilities and possibilities of
the technology for all team members is recommended as early as possible in
the process.

If this is not clear, it is necessary to start over again. If the necessary skills and
experts are not available in the company, hiring an external consultancy can be
a solution, or also adding to the headcount or making the strategic decisions to
get the relevant people on board.

Understand & Define

1. Problem Definition

Take the initial briefing and transform it into a problem statement. Also, try to
understand if it is the right problem to solve with Al/ML.

Problem Statement: Translating the initial project briefing into a problem
statement related to a human benefit.

Problem-Technology match: Using the to see if
the problem should and could be solved by an Al/ML algorithm. If the
result is not to use Al/ML methods to solve the problem, this activity marks
the exit point for the project.

2. Needfinding & User Involvement

Find out which stakeholders and users are relevant for understanding the
current issues and for the final implementation. Research showed that indus-
trial Al projects consist of a very complex network of involved stakeholders.
Understanding their jobs that need to be done, pains and needs is crucial for
making an informed decision about the way forward.

Involved Stakeholders & Users: It is crucial to understand and define who
needs to be involved, also to understand their current procedures.

workflow maps that visualize the status quo are a
relevant tool in that regard.

Initial Research (qualitative): Understanding pains, problems and deriving
needs. Typical methods used are (participant) observations, interviews, co
creation workshops,

The activities 1 and 2 are strongly related and dependent on each other. They
need to go hand in hand. A clear understanding and definition of problem and
user engagement are the requirements for starting ideation activities and de-
fining success and the goal. HCD/UX designers can facilitate the conversation
and lead the needfinding activities. The integration of other team members is
highly recommended to create a first-hand experience.

3. Ideation

Whereas ideation and scenario development are ongoing activities throughout
the whole development process, an initial ideation session based on problem
definition and user stories to better align and prepare the upcoming activities
should be included in this module. It can be done internally with the team or as
a part of the co-creation activities with stakeholders and relevant users.

Validation item: research showed that this is a crucial action item relevant to
other modules as well. When not following the whole process map, but using
modules individually, it is helpful to still clarify this item.

Define Success Criteria/Definition of Done: Research showed that this
is a highly critical step and needs to be set right from the beginning.
It can be adapted during the progress of the project, but not overly
stretched. It is an item that serves as a validation point during the whole
project. It is not easy to agree on and a balance needs to be found between
business and data science focus. Related tools are e.g.

F1 score, error metrics.

5. Expectation Management

Research showed that setting the right expectations is a crucial action item for
Al/ML infused projects. Most of the time, expectations are wrong and too high.
Implementing Al/M solutions often calls for a transformation of current pro-
cesses and job routines and therefore needs to be complemented with change
management activities.



Outcome:
Process & Business
Understanding

Input

Mental Models: Firstly, understand the mental models of the stakeholders
is necessary, in order to set expectations from the start, plan and prepare
for co-learning the system, as well as by the user side. Machines and
algorithms with human-like behavior are not the best way to go (uncanny
valley) making clear that there is a difference is a huge value add on.

Change Management: Al/ML is not the solution to all human problems. It
is a tool that in the best case scenario, augments the human (IA - Intelligent
Augmentation) to focus on the relevant aspects of his/her job. Due to fear
and wrong expectations, it is necessary to embed transformation and
change management activities in the project. Setting-up a role for this and
raising awareness are possible activities to address this aspect.

6. Needs, Features & Requirements

Translating the findings from steps 1 to 5 into human needs and system re-
quirements: can support these
activities.

This section is heavily driven by human-centered activities informing the da-
ta-driven aspects. In this module, HCD/UX designers max out their expertise. It
serves as a way to generate deeper understanding of business domain knowl-
edge and user workflow. If this is not clear, it is necessary to start over again.

rroductvisonts) ... . .. .|
Validation item: research showed that this is a crucial action item relevant to
other modules as well. When not following the whole process map, but using
modules individually, it is helpful to still clarify this item.

Initial Scenario Ideation: This step is the transition from Problem to
Solution Space. Before looking into the data, imagine the best case
scenario(s). Map out, visually, what the product(s) or service(s) that
answer the human need would look like. Create a shared understand-

ing of the product vision, with focus on human desirability, before jumping
into technical feasibility and business viability. In this activity, HCD/UX
designers can contribute their imaginative potential and visualization skills.
They should include the other team members in the process and encour-
age them to think outside technological feasibility and business

viability. Related tools are journey maps, workflow maps (ideal), visual
storytelling,

1. Data Insights & Understanding

Activities related to data understanding are the evaluation of the data at hand
and which data is relevant to the problem and business domains. Clarify
potential data sources, including data that is not easily accessible to an Al/ML
algorithm, such as input from human to human conversations not necessarily
being reproduced on a database and slicing data into the different iteration
cycles, starting small, scaling later. The use of data visualization tools is help-
ful for understanding the data better, it is also helpful when communicating
findings and questions to business domain experts.

Data Sample Selection & Definition: Making sure that the initial data sample
represents a variety of different cases.

Different Data Sources: Clarifying potential sources such as databases,
data lakes, and types of data, domain specific, statistical, qualitative data
points from human to human interaction. The

can support this activity.

Al ethics: further resources:

246. |IEEE Global Initiative on Ethics of Au-
tonomous and Intelligent Systems, “Ethically
Aligned Design: A Vision for Prioritizing Human
Well-being with Autonomous and Intelligent
Systems”, First Edition, IEEE, 2019. Retrieved
from https://ethicsinaction.ieee.org.

(Accessed on 2022-11-21)

247. Institute for Ethics in Artificial Intelligence.
Retrieved from https://ieai.sot.tum.de.
(Accessed on 2022-11-21)

248. Machine Ethics: Association for the Ad-
vancement of Artificial Intelligence on Machine
Ethics, AAAI Fall Symposium, 2005. Retrieved
from https://aaai.org/Library/Symposia/Fall/
fs05-06.php. (Accessed on 2022-11-21)

Data Strategy: Establishing rules for access rights and data privacy set-
tings, including new data points.

Data Visualization: Creating visual representations of the data (line charts,
box plots, etc.) as early as possible, using tools such as Tableau, Qlik Sense.

2. Data Collection

If the data needed is not already available, or additional data is needed, collect-
ing (additional) data is necessary.

Existing vs. collecting: Clarifying if an existing data set that suits the
project needs is available. This can either be open source or behind a
paywall. If existing databases are not an option, collecting data is possible.
Depending on the Al/ML method the amount of data points is important.
Therefore collecting data might take a lot of time and effort.
Bias: Checking for bias in the data. can assist this activity.
Ethics: There is a lot of ongoing debate and discourse about the ethics of
Al/ML solutions. It is its very own research area?¢?®_ |t is divided between
philosophers, psychologists and the technology domain, a very delicate
field and unknown, but nevertheless important field for designers.
Ethical issues in Al/ML can be related to data privacy concerns, as well as
discrimination against certain groups (related to bias in data), amongst
others. There are some materials out there that designers and data
scientists can use to handle that issue, such as ,
. No final code of ethics for Al exists yet.

Quantitative & Qualitative: Statistical data sets such as financial data (e.g.
price development), telemetry data (e.g. GPS tracking), sensor data (e.g.
runtime, downtime) are not implying reasons why certain data insights and
correlations are discovered from data. It can be a value addition to mix
quantitative data with additional information from qualitative data to
detect correlations and improve data insights and data evaluation. It

is also necessary and helpful to find out if all the data is available in the
database that the Al/ML solution has access to. Sometimes relevant data
and information is exchanged verbally between humans, knowledge about
certain issues which the Al/ML algorithm cannot react to. This might lead
to wrong expectations of model performance.

3. Data Preparation

Once data is understood and collected, the related data set needs to be pre-
pared for the model’s training.

Different data types: Classifying the different data types. This activity helps
to choose the Al/ML method. Generally, in ML there are two different types
of data, structured and unstructured data. Sensor data, weblog data,
financial data, weather data and ‘point-of-sale’, as well as click-stream data
are related to structured data. This type of data is typically stored in
relational databases and has a defined length and format. Text, images,
voice, videos, radar or sonar data are related to unstructured data. This
type of data has some implicit structure, but it does not follow a specific
format. Cloud, mobile devices and social media are typical data sources.

Data labeling: In certain cases, labeled data is necessary (supervised
learning); if the data is too domain specific, setting up a data labeling
pipeline is necessary, meaning the domain experts have to take care of this
activity.

Verify quality: For data quality, a couple of factors are relevant, such as the
number and amount of data points, their consistency and available history.
In most cases, more data is better than little data.



Outcome:
Data Set(s)

Modeling

Clean: Cleaning data, standardizing data formats such as dates, getting rid
of duplicates, outliers, negative numbers, etc. is necessary. There are a
couple of tools out there to support this process, such as e.g. KNIME, or
easydatatransform.

Feature extraction/generation: The concept of feature extraction is taking
an initial set of data and transforming it into a reduced set of features
(feature vectors). This step is necessary when a data set is too large to be
processed by an algorithm and most of the data points are perceived

to be redundant (e.g. repetitive, containing the same measurements in
different units). For designers working closely with data scientists or
having expertise in statistical technigues is
a commonly used method.

Steps 1 to 3 heavily depend on and influence each other. Sometimes the bor-
ders are blurred and activities cannot be separated as stated. However, it is
crucial to understand that Al/ML algorithms heavily depend on the input data
and that this module is therefore very important overall. Designers can con-
tribute with their human-centered perspective and data visualization skills, but
it is also important to understand statistical data sets and be familiar with data
preparation activities. The level of knowledge on the designer’s side is vital for
the involvement of their expertise in this module. Here the data scientist and
ML engineers also work closely together to make sure that data and Al/ML
method are aligned.

This module occupies a lot of time and resources, more than 50% of Al/ML
projects are data work. The better process knowledge, business domain and
product vision are defined and understood, the easier it is to focus on the data
necessary to answer the challenges. If something is not clear with the data at
the end of this module, it is necessary to start over again.

1. Chose & Code Al/ML method

Based on the problem statement and the data set, an Al/ML method that
solves the problem can be chosen. Sometimes this is the starting point for a
couple of projects where problems and data are already given, without going
through the steps above first. It is possible to combine different Al/ML meth-
ods or try different approaches in order to verify the best solution for the given
problem.

Machine (Deep) Learning types: For an overview of different Al/ML
methods can be very useful.

2. Train & Test models

The data set(s) from module ‘Input’ needs to be separated into training, vali-
dation and testing data to judge the Al/ML model's performance. The training
data is used for model-training, as the name implies. The validation data set is
used as a reference for the model's performance. The testing data is provided
to a trained and validated model in order to finally test the model with a ‘new’
data set (see Fig. 8.9). This is very important to understand, because it means
that model accuracy is always tested and compared against data from the past
that is already available to the development team and that splitting the data
into training, validation and test set needs to be allowed for in the amount of
data points needed to actually train a model. The validation and testing data
cannot be included in the training data set, depending on the division ratio
(4:vi:v) validation and testing data reduces the amount of data overall on which
the model can be trained. This is why more data is better than little data.

solutions provide ML methods and
tools for non-experts. These systems often
support the data handling process by providing
tools for data preparation and cleaning. These
systems also provide pre-trained models with
the possibility to adjust settings to control the
output. However, the problem for non-experts
is the untransparent nature of these systems,
often referred to as a ‘black box', and lack of
knowledge about how to overcome failure or
understand the error messages provided by
the system.

Outcome:
(High fidelity)
Prototype/PoC or MVP

Split

Training Testing

I

Training Validation

Figure 8.9: Data set split in training, validation and testing data

Existing tools: It is very common in Al/ML practice to use a model that

has been pretrained and targeted towards the specific use case (e.g. GPT3
- Generative Pre-trained Transformer used for text generation, BERT -
Bidirectional Encoder Representations from Transformers used for natural
language processing, GAN - Generative Adversarial Network used for image
generation, R-CNN - Region-based Convolutional Network used for object
recognition). It is then used with its very own data set. The data set is
separated into training data and validation data in order to judge the
model's performance, as mentioned above. Most Al/ML modeling frame-
works have a frontend that incorporates some visualization features in
order to judge the model's accuracy and performance (heat maps e.g.).
With streamlit, and shiny, it is easy to quickly prototype and share data
apps. Other relevant tools and services in that regard are for coding:
python, processing; autoML solutions: AWS, Azure, IBM, google teachable
machine, lobe and for designers specifically: wekinator and Delft Al toolkit.
The tools section is referring to existing tools

3. Architecture / Infrastructure

Many Al/ML models use a lot of computing power and can therefore not be
trained on a private PC but depend on cloud computing. Also, when thinking
about a productive system and automation of data upload, as well as other
features, it is necessary to take the systems architecture and infrastructure
into account. It can be helpful to integrate an IT department with this decision
in advance.

External vs. internal solution: A decision has to be made whether to use a
3rd party solution, which might already provide a frontend, architecture
and infrastructure set up, as well as maintenance and monitoring capabil-
ities. On contrary, the flexibility of an in-house development may be

the better way to go. Both solutions have their pros and cons,

which need to be weighed and acted upon.

Cloud vs. on premise: Data privacy and security might be the main decision
drivers here. Take the cost for a cloud service, compared to
setting up the hardware for an on premise solution, into account.

Steps 1 to 3 heavily depend on and influence each other. Sometimes the
borders are blurred and activities cannot be separated as stated. The level of
knowledge on the designer’s side is vital for the involvement of their expertise
in this module. Coding skills would help here but are not necessary.

solutions provide a framework that can also be used by designers. However,
prototyping in a low fidelity and fail fast manner is hardly possible. Model
behavior and performance need to be measured with real data. In this module,
ML engineers maximize their expertise.

This module is meant to prove, or in later iterations make sure, that whether
or not the data input creates a meaningful model performance that the Al/
ML approach is the way forward. However, a bad model performance can be
for different reasons. One reason can be the wrong choice of Al/ML method,
in which case, it is necessary to start over again with this module. It is also
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Output

In ML, are used to
illustrate how confident the underlying algo-
rithm is that it has derived the correct value. It
is meant to provide more transparency about
the model's decisions and output.

When the Al/ML system produces an error
that does not make sense in the given context
of the user, these are so called .
The systems’ output is perceived as awkward
or irrelevant from the user’s perspective.

possible that the problem lies within the data input. Going through the ‘Input’
module is the path to follow in this case. It can also be helpful to have second
thoughts on the success and goal definitions, making sure the error metric or
level of accuracy are not too optimistic. If the model performance is bad, it is
necessary to start over again. Or if additional iterations are not going any-
where, this marks the exit point for this project.

If the ‘"Modeling’ module successfully leads to a (high-fidelity) prototype, PoC or
MVP the next module is related to the output.

1. Intelligent User Interfaces (1UI's)

To move on and for a final solution, the modeling results from the backend
need to be displayed in a frontend. This can be an app, a dashboard, any other
interface. Since Al/ML infused systems are based on statistics and the proba-
bility of coming up with their conclusions, their behavior implies a certain level
of uncertainty. The Al/ML system might also change due to its ability to learn
and adapt to the users’ behavior over time. Building and maintaining trust
under these circumstances is a key factor in Al/ML system behavior. A couple
of activities can support the team in providing the user(s) with the information
needed to judge whether or not the system's output is trustworthy. Al/ML
solutions turn the concept of a static interface into smart interactive opera-
tions. from
Google can be a helpful set of advice for this activity.

Transparency & Explainability: Making clear what the system can and can-
not do, as well as articulating the data sources are necessary steps in that
regard. Two directions can guide this activity, general system explanations;
explaining how the Al system works in general terms (e.g. types of data
used, what the system is optimizing for, and how the system was trained),
and specific output explanations; explaining why the Al provided a particu-
lar output at a particular time (e.g. (categorical, n-best
classifications, numeric confidence level(s))).

Failure: Identifying a) user, b) system, and c) . User errors
occur when users use the solution in an unintended way, so trying to make
failure safe, boring, and a natural part of the product. Avoiding making
dangerous failures interesting, or over-explaining system vulnerabilities
which can incentivize users to reproduce them. System errors occur
when the system does not work or can't provide the right answer, or any
answer at all, due to inherent limitations to the system. Context errors
occur when user expectations and system assumptions are mismatched,
e.g. an Al/ML system makes incorrect assumptions about the user (true
positives or true negatives) can support
these activities.

Feedback: Feedback in Al is perceived as a loop of continuous learning and
improvement. It should be used to improve the Al/ML system, making sure
that the feedback signal being collected can actually be used to improve
the model. This means that the feedback needs to present a structure that
can be translated into data points that the Al/ML algorithm can benefit
from. There is a difference between implicit and explicit feedback. Implicit
feedback is collected while the solution is being used. It is stored in log
files. Explicit feedback is actively provided by the user(s). It is therefore
necessary to communicate value and time to have an impact.

Human-in-the-loop: The concept of the human in the loop is letting the user
decide if/when to opt out. The user should be able to edit system settings
(e.g. data collection) and take over control. This is strongly related to the
Human-Centered-Design approach (controllability).

non-visual Ul's: The actions above are helpful and necessary for Al/ML
systems that have a user interface. Sometimes the Al/ML system

Outcome:
System
(+Scalability)

just generates a numerical output that is directly fed into a database. Even
so, feedback from the user is necessary and the team needs to find a

way to collect it. Gaining trust is a very tough task here since it is hardly
possible to incorporate transparency and explainability features to the
user(s). Most probably, use over time and an accurate Al/ML output will
establish trust amongst the user(s). Marketing and communication
activities can support this process.

Interaction: Intelligent Al/ML based systems also modify the digital
interface through which users interact with digital systems. The input can
be based on natural language, gesture, mimic or visual representations
such as pictures and video. Effective, intuitive and natural interaction
enhancing the user experience needs to be established. interactive Machine
Learning (iML) is an area of research that tries to offer a solution to this
challenge. As an example, IBM offers

2. Testing

Detect & check for outliers and errors: Mislabeled or misclassified results,
poor inference or incorrect choice of ML model and related settings,
missing or incomplete data can be reasons for a poor systems perfor-
mance. It is therefore necessary to check the output quality for relevance
errors and disambiguate systems hierarchy errors.

Usability testing: Only a small number of users will interact with the
system as initially planned by the development team. Investing in beta-
testing and conducting pilot programs is necessary to spot unintended
system dead ends and negative user experiences. User testing,
observation, A/B testing, are typical actions that are used within this area.

3. Validation

Check success criteria: Monitoring accuracy and performance over time
and with different use cases and users to have more chance of uncovering
issues with the system.

Check expectations: Evaluating if the expectations that were set at the
beginning are still valid or need to be adjusted.

This module implies a lot of actions that are related to HCD/UX design tasks.
Close collaboration with data scientists and ML engineers to predict sys-

tem behavior and potential functionality on a positive, as well as a negative
spectrum need to be taken account of and made visible and reasonable for
the user(s). The turn from static interfaces to smart and dynamic interactions
represents a new design material. Potential outcomes and outputs are too
complex to be planned in very detail. Failure and malfunction are inevitable
and need to be incorporated as a design feature.

‘Input’, ‘Modeling’ and ‘Output’ modules are strongly interdependent and a
couple of iterations will be needed to reach the status of an Al/ML system that
is accurate, usable and time and cost efficient (combining business viability,
technological feasibility and user desirability).

If the Al/ML system is very error prone and transparency and explainability
are hard to achieve, it is necessary to start over with the ‘Modeling” module,
which might guide the team back to the ‘Input’ module. If test results show a
bad user experience, it is necessary to start over with the ‘Output’ module and
redesign the interface/interaction.

If the outcome of this module results in an Al/ML solution which produces
stable and accurate output, on small, as well as larger data sets, and the user
interface supports its user in reaching his/her goal and trust in the systems
output and the business domain experts perceive it as a value addition, either
from a time or cost efficient perspective, the transfer from a PoC to a produc-
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Deployment

Outcome:
Product/Service
(productive)

Post Processing

(potential) Outcome:
new project

tive system can be made. Scalability refers to the notion that an implemented
system, in a best case scenario, could be transferred to similar use cases or
other business units and problems as well.

For the final deployment, the following need to be handled: Decisions such

as the architecture and infrastructure from the ‘Modeling’ module play an
important aspect, as well as the connection to the data sources from the ‘Input’
module. A lot of the data handling, such as preprocessing and cleaning, or
running the Al/ML model on that data have been performed manually until this
module. For a productive system, those tasks need to be automated, taking
data security and privacy into account, as well as managing access rights and
ongoing activities such as monitoring and maintenance (DevOps). A lot of this
module’s activities are hard coded software development, often the responsi-
bility of an IT department.

1. Security & Privacy

Access authorization: (Industrial) Al/ML applications often deal with
sensitive data. Different users might have access to different information
and features. This needs to be set-up before the system can finallybe
installed.

2. Monitoring & Maintenance

Responsibilities: System performance and settings need to be monitored,
system failures, data input, bug detections maintained. This is an ongoing
process (MLOps). Responsibilities need to be agreed on and respective
roles assigned.

3. Cl/CD pipeline

An integrated CI/CD pipeline is the link to make sure that the ongoing process-
es are aligned and managed.

This module turns the output from the former modules into a productive
environment. This is a rather low area of activity for HCD/UX design. An IT
department or related roles might take over from here. Best case scenario is
to integrate them as early on in the development as possible.

There are tasks such as the retraining of the models and incorporating new
data points from feedback in excess of regular monitoring and maintenance
(CI/CD) activities. Strategies and concepts on how to deal with these items is
helpful and partly the responsibility of the development team.

1. Retraining

Strategy & Concept: During its use, product or service accuracy and
performance levels might drop. Retraining might be useful. Adding
additional data points might also be cause for a retraining. Setting-up who
is responsible or enabled to do so needs to be established.

2. Feedback Loop

Strategy & Concept: Developing a strategy and a concept to integrate the
information from the user feedback into the Al/ML system was already part
of the ‘Output’ module. However, in the productive environment, this needs
to be implemented and even automated on a specified basis, making

sure that the amount of collected data points is enough to increase the
model performance.

Those strategic decisions can be supported by the HCD/UX as well as data
science and ML engineers together with the business domain expert and the IT
department. The final implementation of these strategies and concepts might
be done by the IT department. This module might result in a completely new
project, when over time, the product or service shows that a new problem

has occurred, or developing a new solution would be beneficial for the user
and the business. Also, new data points might make it necessary to go back
to the ‘Input’ module, or a new Al/ML method might support going back to the
‘Modeling’ module.

8.3.3 Different module compositions, equals different project patterns

1 2 3 4 5 6

Figure 8.10: Project pattern for an ‘optimal’ run from module 1 till 7

This pattern presents a project where the team started with module ‘Set-Up’
and ran through all the modules till the ‘Post Processing’ module as stated

in the overview. Diverse teams which include all the recommended roles and
who have a lot of experience with ML projects and a very clear handling of the
module outcomes might be able to proceed like this.

Figures 8.11: Project pattern for initial exploratory data or PoC/Prototyping?*?
phase before project set-up

This scenario is very common for ML infused projects. In order to judge
whether or not a model’s performance is suitable for the problem at hand, it
is usually necessary to train and test the model on a concrete, but small data
sample set which has been cleaned and prepared in advance. This takes some
time, resources and effort, but on the other hand, is often a necessary valida-
tion item before a porper project set-up is made.

Figure 8.12: Project pattern where 'Post Processing’ module creates complete-
ly new input and modeling needs

Another possible module combination can be derived from the outcome of the
‘Post Processing’ module. If the collected feedback from users creates com-
pletely new data points, or if a new feature is requested and retraining a model
is not enough, it is possible to set-up a mini project that runs through modules
3 till 5 and is added to the already deployed system. Design expertise involve-
ment might be rather low in that project pattern.

Figure 8.13: Project pattern where ‘Post Processing’ module results in com-
pletely new project

These new data points or feature requests might also result in setting-up a
completely new project.

249. As stated before, low fidelity, ‘quick and
dirty’ prototyping possibilities for designers, as
well as for data scientists and ML engineers
are rarely available, as Al/ML algorithms
depend on data and user interaction, neither
are static, they are dynamic. More concrete

a) for this type of generated content, the Al/
ML system needs to incorporate pretrained
results. Training the model with user testing
input would lead to latency in response making
the system behavior unacceptable and useless
for the user, b) in order to evaluate a system's
performance, the model needs to be trained on
actual data that represents a broad range of
data points. Training on dummy data or a sub-
set of data could result in misleading model
performance and results, c) the architecture
that is needed to run a model that generates
dynamic content is very difficult to prototype
as a low-fidelity solution.
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8.4 Overview Toolkits and Additional Resources

The most detailed layer of this solution provides concrete prompts and tools
for designers in each Al and design process module. As found during the re-
search for the State of the Art chapter, some proposed steps, guidelines, tools
exist that should be integrated into the process modules. The chosen tools

are presented and analyzed in the following paragraph, not a complete list but
provides a great supplement to the process modules and represents different
focus areas. These tools are either ‘new’ or known but adapted to the Al/ML
domain, making their integration an important step towards the enablement of
designers in the age of Al. They come from the fields of design, data (science)
and business.

Module ‘Set-Up’

Al/ML methods (pre) selection: (1) Al card deck
The card deck can be used for ideation to prompt creative idea generation

based on Al capabilities to explore opportunities for Al within the given context.

It can be used for initial brainstorming sessions and communication between
design, data science and business personnel to get to know basic ML concepts
and methods, to spark critical discussions around possible solutions.

The cards represent 6 categories, each including 4 ‘what-if' statement cards
that further elaborate on the category, in total the deck contains 24 cards (see
Fig. 8.14, p.115). Further information on how to organize brainstorming and
ideation sessions with these cards can be found online?®.

Skills & Know-how: (2) Basic Al/ML training/knowledge

Research showed that a basic knowledge of Al capabilities is missing among
design and business experts but is very valuable for collaboration during Al
development. There is no particular one that fits all the basic Al/ML training
needs available. Designers, data scientists and business users have different
focal points and the area of Al and ML is so broad it is difficult to provide this
knowledge in one training or course, neither is it the intention of this thesis to
provide a comprehensive solution; this would be another research endeavor.
However, it is able to provide the initial resources to get started with.

Basic concepts and definition of Al, ML and DL can be found in Part I. Founda-
tions, Chapter 1.3. For further information, see the map of resources, names
of relevant actors and their related work, institutions and artifacts in Part Il.
Framing, Chapter 3.2.4 is a valuable addition. As well as section (17) overview
of existing tools posterior to this paragraph.

There are also online courses that support non-experts to gain a basic under-
standing and knowledge about the basic concepts of Al and related skills:
Andrew Ng - Al for Everyone®!

Gene Kogan - MLAArt??

Coding resources that are relevant in that regard can be found online as well:
Python for Designers?®
Coding with Processing®*

Module ‘Understand & Define’

Problem-Technology match: (3) Al or not Al checklist?®

This activity is intended to make a case for or against Al/ML as a solution,
based on the insights from user research (the checklist can be found in the
Appendix). Depending on the result of the checklist, final statements following
this framework can be phrased:

Al [can/cannot] help to solve........c..ccccevrereunnen [user need],
DECAUSE. ....vnvnvniriseiieteitete ettt erere s sereseenesessneees |

256. Datentreiber: Stakeholder Analysis

L L Canvas. Retrieved from https://datentreiber.
Identifying all the relevant people (and their different related roles) who have de/en/method/staKeholdef_analysis_canvas_

a stake in the solution of the project. Firstly, who are those people, secondly, (Accessed on 2022-11-21)
what is their role or function (they can have more than one), and lastly, who to

talk to in order to better understand the domain, problem and how to convince

them to buy, use, or pay for the solution (the canvas can be found in the Appen-

dix).

Involved Stakeholders & Users: (4) Stakeholder Analysis Canvas?®®

Initial Research (qualitative): (5) Data User Stories

System requirements, based on user research, and requirements elicited
through agile software development projects are commonly captured in ‘user
stories’ (a user can also be a stakeholder or a member of the development
team). The typical user story is represented by the phrase:

AS (e [personal,
TWANLE TO oottt esseasnssessessessessees [task],
SO TIAL oottt essessesees [goal]!

In ML projects, data plays an important role. Current user stories ignore the
available data sources and do not refer to the related data and systems’ out-
come or additional requirements like adding information about available input
(data) which can be data points accessible via a database, but sometimes, even
information or knowledge is only available from human-to-human conver-
sations or exchanges, which in that case is, not accessible to ML algorithms.
The specific output (data) related to task and goal achievement is a proposed
additional item in Al-infused user stories.

AS et [personal,
TWANLE TO corenereeeercenererreereieeeeeeeaseisessessese e eseeseseane [task],
SO TIAL oottt nasessessesseaseene [goal]!

Define Success Criteria/Definition of Done: (6) Confusion Matrix Canvas?’ 257 Intelligence Augmentation Design Toolkit.

Retrieved from https://futurice.com/ia-design-

A confusion matrix illustrates the two kinds of correct model behavior - true Kkit. (Accessed on 2022-11-21)

positives and true negatives - and two kinds of errors - false positives and
false negatives - any Al model can make. Mapping any possible results from
the Al model supports the team in weighing the cost of false positives and
false negatives, which is a critical decision for any Al-infused project. Consider-
ing precision versus recall trade-offs in the model’s performance is a neces-
sary task, with this limitation of potentially negative outcomes. Taking into
consideration the domain and context of the system, errors in medical support
systems are more dangerous than in a movie recommender system, so that
background information needs to be taken into consideration (the canvas can
be found in the Appendix).

258. People+Al Guidebook: User needs and
defining success. Retrieved from https://pair.

It is crucial that everybody on the team is agreed on how success and failure withgoogle.com/chapter/user-needs.
are defined and how they can be evaluated. Defining success criteria and how (Accessed on 2022-11-21)

to measure them is crucial. The success metrics framework supports the

team in an agreed success definition for both as well as a metrics to measure

failure, with the relevant steps necessary to solve those concerns.

Define Success Criteria/'Definition of Done”: (7) Success Metrics Framework?®

If i [specific success metric],
JOT e [AI feature],
drops below/goes above ............... [meaningful threshold],
WE WL oot [take a specific action]!

259. Datentreiber: Analytics Use Case Canvas.
Retrieved from https://datentreiber.de/en/
method/analytics-use-case-canvas.
(Accessed on 2022-11-21)

Needs & Requirements: (8) Analytics Use Case Canvas®’

The ‘Analytics Use Case Canvas' illustrates the pain points of users and cus-
tomers. It also conceptualizes data and analytic solutions with their related
value additions. The canvas can be used to better understand the users and
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to critically reflect on concepts and ideas about the problem solution fit (the
canvas can be found in the Appendix).

Needs & Requirements: (9) ML Canvas?®

The ‘ML Canvas' helps to refine ideas and describe how the ML system will
turn predictions into value for end-users, data the system will learn from, and
how to make sure it will work as intended. The ‘ML Canvas' also allows costs
to be anticipated, bottlenecks identified, requirements specified, and a road
map created of the necessary steps for the final implementation of the system
(the canvas can be found in the Appendix).

Product Vision(s): (10) Strategy Pyramid Canvas?!

Develop a common product vision and mission in collaboration with all team
members to define the objectives together. This helps find the right objectives
and path for your project. It is a collaboration tool that makes concrete and vi-
sualizes the essential parts of the Al system, based on the human perspective
(the canvas can be found in the Appendix).

Module ‘Input’

Different Data Sources: (11) Data Landscape Canvas??

The ‘Data Landscape Canvas' supports the exploration of data sources and
discovery of potential data suppliers. It helps to assess the data at hand and
to identify the appropriate data sources for the project. It sheds light on the
data supply by classifying data sources according to their origins, as well as
differentiating between different kinds of data (the canvas can be found in the
Appendix).

Bias in data: (12) What if tool23

ML models depend on data therefore the quality of the data is crucial for a
responsible system output. Bias in data such as discrimination of certain
ethnic groups, or gender bias or skin tone preferences in those systems is a
huge issue. The ‘WIT" developed by Google, visualizes model behavior across a
range of data inputs. Testing the performance of different models and different
subsets of data input is possible, using different preset ML fairness metrics.
This is a tool from the data scientist’s toolkit. Coding skills are necessary.

Ethics: (13) IDEQ ethics card deck?s

IDEQ's ‘Al Ethics Cards' were created as a collaborative design research effort
of business and data science experts. It is a tool to help guide such practi-
tioners to develop ethically responsible, culturally considerate, and humanely
based data-driven, smart systems. It was developed by talking to experts,
practitioners in the field and citizens around the globe to better understand the
relevant concerns and issues which needed to be reflected in an ethical card
deck.

The deck is made up of four core design principles and ten activities, all meant
for use by teams working on the development of new, data-driven, smart prod-
ucts and services (see Fig. 8.15, p.115).

Ethics: (14) odi data ethics canvas?®

The odi (Open Data Institute) ‘Data Ethics Canvas' is a tool to identify and
manage ethical issues. It is meant for any practitioner who collects, shares or
uses data and provides a framework that suits any context and project scope.
It is meant to be used at the start, as well as throughout the project, posing
important questions about the use of data and the related consequences (the
canvas can be found in the Appendix).

Feature extraction/generation: (15) Featuretools?®
Featuretools is a framework to perform automated feature engineering. It ex-

cels at transforming temporal and relational datasets into feature matrices for
Machine Learning. It is useful for handling a huge amount of data. This is a tool
from the data scientist’s toolkit. Coding skills are necessary.

Module ‘Modeling’

Machine (Deep) Learning types: (16) cheat sheet

Several different algorithms and ML methods are available. Cheat sheets pro-
vide an overview of the different approaches and possible concepts to make an
informed decision with algorithms to choose from. It is based on the problem
which needs to be solved (task-driven: regression/classification, data driven:
clustering/dimensionality reduction, context driven: autonomous robotics), as
well as on accuracy and performance.

Existing tools: (17) Overview

The most commonly used programming languages in data science/ML engi-
neering are python?’, C/C++ 28 and R%?. Python is currently the most popular.
It is a so-called 'high-level’ programming language meaning that the com-
mands used are closer to natural language and represent many abstractions
compared to a ‘low-level’ programming language. It is easier to learn, because
the commands are readable and understandable using words and phrases
from natural language rather than computer jargon.

A lot of the currently available ML frameworks are open source. A very well-
known general purpose Machine Learning framework is scikit learn?. It
provides a variety of source code and libraries for different ML concepts, from
linear models, decision trees, naive bayes, support vector machines and neural
networks, to mention just a few. It is based on python. For practitioners looking
for Deep Learning frameworks Pytorch?”' and TensorFlow?”? are currently state
of the art. Also Matlab, Keras, Caffe (2), should be mentioned here.

Streamlit?” offers python developers the possibility of creating browser-based
high fidelity frontend prototypes. Shiny?’* is a very similar solution based on
the programming language R.

AutoML solutions offer a hybrid approach. Those platforms support low-code
solutions with minimal effort and Machine Learning expertise. These systems
provide a lot of presets and pretrained customizable Machine Learning models
as well as (server/cloud) infrastructure, making it also possible to deploy ML
models to a productive system. Some knowledge of statistics, data science and
programming skills is helpful to tap the full potential of these systems. Using
them implies costs, mostly based on a pay per use business model. AWS from
amazon?® actually also provides an open source solution?’¢, Microsoft Azure?”,
IBM Watson Studio?”® and Google cloud?” representing the cloud native compa-
nies being active in that area of Al/ML.

There are also a couple of smaller no code autoML solutions available. They
are a great resource to start with and understand ML in practice. They are
mostly specialized in one type of application such as image recognition or
natural language processing. They are free of charge. The choice of model or
setting model parameters is very limited. Examples are teachable machine?®
and lobe®!'.

There are also some existing programming languages and frameworks for
designers. Processing®® is a coding language within the context of visual

arts. Using a python mode for processing is currently under development??,
The Wekinator?® is an ML based system that allows artists, musicians and
designers to build interactive systems and interfaces based on mappings of
human actions and computer responses, such as gesture controllers, comput-
er vision and listening systems, instruments and more. It implies some basic
coding skills and technological know-how. The Delft Al Toolkit?®* enables quick
hardware prototyping, experimentation and iteration of Al interactions with
powerful nodes that support behavioral sequences, sensing, decision-making,
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state management, and the simple invocation of Al techniques such as speech
to text, text to speech, and visual object recognition. RunwayML?® was, former-
ly, a kind of app store for Machine Learning models. However, the company
decided to focus on video editing.

Module Output’

Intelligent User Interfaces (IUl's): (18) Guidelines for Human-Al Interaction?¢

The guidelines from Microsoft recommend best practices for how Al systems
should perform interaction with the users. They are intended to evaluate exist-
ing ideas, brainstorm new ones, and collaborate with the multiple disciplines
involved in creating Al interfaces and interactions.

The card deck contains four categories - upon initial interaction, during regular
interaction, when they're inevitably wrong, and over time - which are related to
18 cards with prompts and examples (see Fig. 8.16).

Intelligent User Interfaces (IUI's): (19) People+Al Guidebook?’

The guidebook from Google represents a very useful source of knowledge.

It features a set of methods, best practices and examples for designing with

Al. Their input is based on data and insights from internal projects, industry
experts, and academic research. Their web-page also contains additional
resources, such as case studies and design patterns. Their resources are up-
dated on a regular basis, showing that they still improve and work on the input
for Human-Centered-Al.

The guidebook contains six deep dive chapters. Workshop material to use the
guidebook in action is also provided.

Failure: (20) error message guidelines?®

Good error messages should be polite, precise, constructive, clearly visible,
reduce the work required to fix the problem, and educate users along the way.
A more detailed description of each aspect is provided by Jakob Nielsen from
the Nielsen Norman group.

Interaction: (21) conversational user interfaces

Natural language processing capabilities and voice interfaces require the
design for those emerging interactions. The goal is to create a human-like
conversation with attributes such as empathy, curiosity, humor, compassion,
and patience, but still maintain the transparency of talking to a machine-based
system. IBM?? provides advice on how to craft meaningful and effective con-
versations.
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post-pixel interface:
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EXAMPLES

TO PONDER

Figure 8.14: (1) Al card deck categories
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Figure 8.16: Selection from (18) guidelines for Human-Al Interaction
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Theorize and justify

8.5 Testing Case Study Quantified Trees

This section concerns the mapping of the (prototypical) process modules to
the project development of an actual case study, to gather feedback regarding
the validity of the process modules from practitioners outside the industrial
domain, test the modules derived from case study research based in the indus-
trial Al domain on a project from the public sector currently being developed
and to validate if the proposed solution is transferable to other areas outside
the industrial Al domain. Two online sessions of expert interviews with four out
of the ten team members were conducted, of which two have the technology
expertise (E6 - IA & Al Expert and E7 - Intelligence Architect) and the other two,
the project planning and HCD/UX expertise (E8 - Project Manager and E9 - UX/
Ul and HCD/HCI expert). Additional material such as project artifacts from
workshop results and wireframes have been provided and complement the
project description below.

8.5.1 Detailed project description related to the process modules

Qtrees*™ - Intelligent irrigation prediction for city trees

A project based in the public sector sponsored by the Federal Ministry for the
Environment, Nature Conversation, Nuclear Safety and Consumer Protection
(BMUV)

Testing module ‘Set-Up’
Initial Briefing: Use Al for predicting water supply for city trees in Berlin Mitte

E6: ,What drove us? The fact that the current climate changes are causing
problems for the trees, especially in cities and very specifically, in the city of
Berlin. They are watered by the SGA-Mitte Berlin (Roads and Parks Depart-
ment), quite heuristically, on average that's 200-300 L of water per tree. We
thought, couldn’t we do this more efficiently with Al, i.e. less water for a tree
that is in the shade compared to a tree that is exposed to a lot of sunlight? The
tree then only needs 50 L, so we can save 150 L or use it to water the trees
that have an increased water demand.”

Time Schedule: October 1, 2021 to September 30, 2023 (24 calendar months),
the project is still ongoing.

E7: “Two years are the right amount of time to really properly run through all
the modules, including deployment and retraining. To understand Al projects
also as IT projects that need CIO attention. | wouldn't even start planning for
less than a year. Otherwise it will always stay a PoC that in the end, generates
no added value for the company.”

Working mode: Circular approach, highly iterative

E7: “However, very specific work packages and milestones had to be defined in
advance for the funding application, very waterfall-like. Such a project cannot
be run in that kind of way, but for planning purposes, it makes kind of sense.”

Team & Roles:

|. SGA-Mitte Berlin (Roads and Parks Department): The SGA-Mitte Berlin
(Roads and Parks Department) supports the project as a cooperation partner.
Due to the responsibilities of the Roads and Green Spaces Office and as part of
the Berlin administration, the SGA is the domain expert in water management,
irrigation and green spaces.

[l. Technologiestiftung Berlin?’': The team at the Technologiestiftung Berlin has
proven expertise in the implementation of participatory digital projects and
draws on a network of science, business, administration and civil society that
has grown over many years. They lead the project and method using methods

and tools from service design and UX, have a strong expertise in frontend, and
open data applications.

[ll. Birds on Mars?% The 'Birds' bring a wealth of experience in the latest Ma-
chine Learning processes, data science methodologies and IT infrastructures
to the network. They complement the technology foundation with many years
of experience in the practical implementation of digital innovation projects with
focused expertise on technology and backend.

Using approaches from service design, Design Thinking, co-creation and
Scrum methods was the common thread combining all the roles and people.

Testing module 'Understand & Define’

Problem Definition: The initial idea was to provide all the information deriving
from the gathered data to citizens, as well as SGA-Mitte Berlin, with respon-
sibilities combined in one big platform, for both target users to take action,
which then changed to the development of a data lake combining the given
data and the newly generated data from actual use and deriving different data
driven apps from this input - expert platform and citizen app.

E7: "Our scope shifted over the progress of the project due to a clash with
reality’ aka the needfinding activities. | would even postulate the hypothesis
and claim that projects that are really great projects end up with something
completely different from what was assumed at the beginning. This is due to
the fact that the world is so complex, and you can't think about everything that
is crucial and necessary and what is really needed with a top down approach
right from the beginning.”

This statement confirmed the strong dependence on ‘Problem Definition’ and
‘Needfinding' activities and their importance for the orientation and focus of the
whole project.

Needfinding / User Involvement: Interviews and co-creation workshop activi-
ties with experts, citizens and SGA-Mitte Berlin, as well as other government
representatives were conducted. Also actual field studies to check and place
additional sensors was part of this activity.

Expert workshop

E8: “Within the scope of the work package ‘requirements analysis’ we talked to
some tree experts and held a first expert workshop on January 25, 2022. The
aim of the workshop was to delve into the topic of ‘watering urban trees’ and
to understand which parameters can be used to calculate the watering needs
of trees.”

The expert workshop revealed a better understanding of the domain knowl-
edge, the challenges for the trees and with this, for their caregivers, more
data insights as well as ideas about already used mathematical models and
methods. Those findings were used to support the needs and requirements
analysis activities.

Besides actively watering the trees, the trees would also benefit from addi-
tional actions, namely more space for the trees and their roots, implying less
soil sealing. On top, watering sacks can improve the situation for younger and
older trees, as well as using gravel to cover the tree grates.

The workshop also revealed the relevant data types and parameters for the
assessment of the state of the trees, namely weather data, such as precipita-
tion and temperature, soil type, as well as tree type. These are the basic data
types required to develop a ML based predictive model to improve the irriga-
tion of the trees in Berlin Mitte (see Fig. 8.17). While the weather data is easy
to obtain, information about the type of soil is difficult to gather, because many
different soil substrates can be found such as sand to clay and construction ar-
eas and trash can negatively influence the soil structure. But that information

292. Birds on Mars. Retrieved from https://
birdsonmars.com. (Accessed on 2022-11-21)



is very important since it helps to calculate root space, oxygen and with this
the availability of water for each tree. The data on the type of the tree, such
as age and height are available via Berlin's Green Areas Information System
(GRIS) and can be downloaded via the FIS-Broker portal.

Regarding the methods and calculation models that are already used, it
became clear that this varies from simple rules of thumb to complex formulae
which can be included in the ML models.
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Figure 8.17: Parameters that influence the watering needs for city trees as
derived from expert workshop

Citizen Workshop

E9: “On May 16, 2022 we organized a workshop with motivated citizens which
was designed and organized as a hybrid event, the workshop aimed to get to
know the needs and wishes of the watering-communities.”

Besides the citizens being generally very eager to water the trees, they also
said that they have a general interest in understanding more details about the
trees, such as what kind of factors are relevant for knowing when and how
much water a tree needs (see Fig. 8.18).

Based on this need, it became clear that providing the citizens with more
facts and figures about the trees and their needs would be an added value

for them. They wanted to better understand why a tree needs water and what
kind of other factors influence the well-being of a tree. In the workshop, they
mentioned that the information about tree type and with this, its water needs,
as well as soil type and the related water storage capacity would be good to
know. Another aspect that was mentioned as one of the challenges from the
citizens was the integration of tree watering into the daily routine. Providing
them with timing and scheduling possibilities would support them in taking
care of the trees. They also mentioned that the possibility of seeing and know-
ing that a tree had already been taken care of by another citizen in the neigh-
borhood would be very valuable information. Similarly, networking with peers
in the area to share resources and experience was identified as a need.
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Figure 8.18: Features of the solution as derived from the citizen workshop
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Figure 8.19: Derived profiles with details, pains and gains from expert, as well as citizen workshops



Success / Goal Definition: One success criteria was defined as, if the solution is
used by SAG-Mitte Berlin, citizens and other users. Another was if the solution
helps to save water or improve the distribution of the water supply (not with
any specific values).

E7: “We want this information and solution to be used. What is the point of a
highly sophisticated ML model if no one uses the output in the end?”

Expectation Management: SGA-Mitte rather underestimated ML capabilities.
They were not aware that ML could support them in their job. This is also
having a negative effect on the trust in the system because they did not believe
initially that ML would create usable information.

E7: “We present project progress on a regular basis in order to establish trust
in the algorithmic outcome. If the SAG-Mitte employees see that we can really
provide the information about the shading of the trees they are already seeing
the value add-on of the technology.”

Needs & Requirements: The initial activities of the ‘Understand & Define’
module revealed that the project should keep the focus on watering the trees.
There are also other important factors such as tree cutting and pest control,
but that is outside the project scope since the amount of data that would be
needed to take care of all the issues is overwhelming and difficult to obtain.

The current watering activities are based on generalizations from sensor data
derived from one tree transferred to a larger number of trees. SGA-Mitte Ber-
lin employee: “/ don't need a forecast. We have the sensor data. | take that and
then calculate in my head what the other trees in the area need.” An ML based
solution would, with the help of data, provide customized tree information.

E7: “Ideally, each tree would have a physical sensor integrated into the soil. But
that's not the case, so we create 'virtual' sensors for each tree with the data
we have.”

Required information for an accurate prediction of water needs for a single
tree come from weather data, type of soil and type of tree. Later on, the team
realized that the information about shade is very important, too. This calcula-
tion can be provided by ML models and was added as an additional require-
ment. The prediction has to be made for 2-3 weeks into the future, because this
is the time the SGA-Mitte Berlin needs to inform their contractors to react.

An idea for the future is to create location-based decision support systems that
inform the city of Berlin where to plant which kind of trees.
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for the long term.

As an Amti/,

I need daily weather forecasts
(regarding rain and thunder)
so that | can plan my work
for the short term.

As an Amti,

I need daily route planning
so that | can plan my
watering route.

As an Amti’,

I need to get in touch

with local people

so that | can optimize water
supply for the trees in case of
emergencies.

As an Amti’,

I need a way to access /

add (tree) data

so that | can optimize the data
availability.

As an Amti,

I need a way to edit the ML model
settings based on my experience
so that | can optimize the model
output, because data can be
wrong.

As an ‘Zivi',

i @j
As a Zivi',
I need reliable information about

the needs of the trees
so that | do no harm.

As a Zivi,

I need reliable information about
watering needs of a specific tree
in my neigbourhood

so that | can help.

As a Zivi',

I need to be responsible officially’

so that my support is tolerated.

As a Zivi,

I need to get in touch with other
Zivi's'

so that we can exchange infor-
mation.

As a Zivi',

I need to get in touch with other
Zivi's'

so that we can work together.

As a Zivi',

I need to lable the tree that | take

care of

so that the others in the commu-

nity know about it.

As a Zivi',

I need a way to flag observations
and ask questions regarding a
specific tree

so that others can help.

As a Zivi',

I need a way to provide the status

of a specific tree

so that | can provide more useful

data.

As a Zivi',

I need the information when a
tree needs water

so that | can water the tree.

As a Zivi',

I need the information which tree

in my neighourhood needs water
so that | can help this tree.

As an ‘DeV,

Dev &

As a Dev,

I need to test my data and models
so that | can maintain my code
and algorithms.

As a ,Dev/,

I need a lot of data

so that | can train and evaluate
my ML models.

Figure 8.20: User stories based on the insights from needfinding and research activities



Frontend

One specific user story was translated into a data user story. Based on this
specific user story, a journey map was created (see Fig. 8.21). This journey and
the related touch points with the solution was mapped to the available data
and backend items to estimate whether user needs and technological feasibili-
ty were aligned.
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Figure 8.21: Journey and mapping of technology stack for user input, backend
and frontend

Testing module 'Input’

Data Understanding: A few trees are equipped with sensors (sensor technol-
ogy provider is Arbor Revital?®), in Berlin Mitte there are now 220 watermark
sensors. Specifically, these are moisture sensors for suction power and soil
moisture. In addition, there is weather data, such as precipitation, temperature,
sun exposure and evapotranspiration. There is additional open data (daten.ber-
lin.de), which includes tree master data, such as the type of tree, age or stand
age, height and water requirements. Information on soil data, which includes
information on composition, degree of sealing and groundwater. From another
project of the Technology Foundation Berlin, the team also has citizen irriga-
tion data®*, as well as actual watering data from the Berlin Roads and Parks
Department. In the course of the project, it became clear that the influence of
sun and shade, i.e. the location of the tree and thus the information about the
shade are also very important and needed to be collected as well.

Data Collection: Data understanding revealed that the information about shade
is very important for calculating the water needs of specific trees. Part of this
information comes from a database created through a project of the Technolo-
gie Stiftung Berlin?, but adding satellite data was also necessary.

Data Preparation: The many different data sources and the complexity of the
data input made data cleaning necessary, but overall, very structural data
was to hand. The actual data from the SGA-Mitte Berlin is the most difficult to
obtain because it is manually collected in excel files from the employees and
takes some time to be available, resulting in gaps in the database.

Testing module ‘Modeling’

Chose/Code Al/ML methods: Some mathematical models are already used to
calculate irrigation needs. Evapotranspiration, i.e. the calculation of evapora-
tion of water close to the ground, as well as transpiration (i.e. the release of
water vapor through the stomata of the leaves), is a frequently used model for
determining irrigation recommendations. The model for evapotranspiration is
based on the Penman-Monteith equation and is used worldwide. Other models,
such as Prof. Roth-Kleyer's take account of other parameters, such as soil type
or tree type, to determine irrigation needs. The team compared and analyzed
those models and used aspects of them for their own model.

The decision was made to use a supervised learning algorithm. A regression
model, called random forest, was chosen for the initial ML methodology. The
complex nature of the data sources and the amount of structured data and a
couple of rule-based heuristics were the reasons for choosing such an ap-
proach.

Eé6: "It would be nice to also work with neural networks, but the historical data
from the sensors is from 2021, or even 2022. That is not enough to train a neu-
ral network but is absolutely a possible path to follow when we have collected
more sensor data.”

Train & Test models: The satellite data to calculate shading form GIS python
script performed badly, which made the team switch to another geo library??.

Architecture / Infrastructure: Due to the amount of data, a cloud based solution
was preferable. The backend is set up in AWS infrastructure using a ML flow
pipeline for training the models to ensure versioning, as well as the possibil-
ity of understanding and changing the settings, especially regarding the final
implementation and the responsible party that will take over MLOps.

293. Arbor Revital. Retrieved from https://ar-

bor-revital.de. (Accessed on 2022-11-21)

294. Gie3 den Kiez. Retrieved from https://
giessdenkiez.de. (Accessed on 2022-11-21)

295. Erfrischungskarte Berlin. Retrieved from

https://erfrischungskarte.odis-berlin.de.

(Accessed on 2022-11-21)

296. A Free and Open Source Geographic In-
formation System. Retrieved from https://qgis.

org. (Accessed on 2022-11-21)



Testing module ‘Output’

Interface/Interaction: The project has two target audiences, namely the citizens
of Berlin Mitte (users) and the SAG-Mitte Berlin employees (expert or power
users).

Citizen users - the initial idea was to provide them with the Qtree information
and ask them to water the trees. After talking to the SGA-Mitte Berlin employ-
ees and experts from the ministry of the environment, it became clear that
they don't want the citizens to water the trees. This is because the amount they
are able to provide to the trees is not enough (5 L vs. 200 L), that would en-
courage the trees to grow their roots close to the surface of the soil, whereas
it is better to have the roots deep in the ground. The direction was changed to
an awareness-building solution to inform the citizens about the status of the
trees, for example, that sometimes the soil might be dry, but the water deep
underground is still enough for the trees, therefore no action is needed.

E7: “This is very political terrain, because there is also the giessdenkiez initia-
tive and we are pretty much going in the opposite direction.”
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Figure 8.22: Example wireframes citizen information and awareness app

SGA-Mitte Berlin employees - web based dashboard to have an overview of the
data sources, but also able to drill into data details and analyze specific data
points.

Eé: “They currently get an email from the sensor provider regarding the infor-
mation from the 220 sensor equipped trees. We think a web based dashboard
would be the better solution, but an additional email report would also be
possible.”

Testing: Some users asked for an invisible Al assistant instead of a massive
dashboard that asks them to analyze and juggle a lot of data. This feedback
could be responded to by complementing the web based dashboard with a
mobile app.

Validation: For 2022, the predictive model performed very well, but a shift in
technology is very likely. This is related to the data from this very ‘special’
summer. With this kind of open source project in particular, it is necessary to
communicate this fact, as just taking over the ML framework of other similar
projects without any adaptations based on the data might result in inaccurate
model performance . The current model was the right choice for the given data
input, but different circumstances with an impact on the trees for the coming
year might make it necessary to change the choice of ML model.

Eé: “It will be interesting to see if the data from 2022, which was a very special
summer, will perform similarly well in the summer of 2023. We therefore have
to re-evaluate the model performance over and over again, an ongoing moni-
toring activity.”

Scalability: Since the current irrigation prediction for Berlin is very promising
it would be beneficial for other cities to set up such an ML based approach.
The team is already in conversation and exchange with other cities, such as
Dublin and London. Those cities also have city labs?”, similar to the Technolo-
giestiftung Berlin with the expertise to potentially make the necessary adjust-
ments to the set up as well as having their own ongoing tree based projects®®. 298. Trees as Infrastructure. Retrieved from
Dortmund, which is starting giesdenkiez activities, as well as Essen, which has https://treesasinfrastructure.com.
already developed a project called ‘treecop’?”, are similarly interested in the (Accessed on 2022-11-21)

Qtress project outcome and development.

297. Dark Matters lab. Retrieved from https://
darkmatterlabs.org. (Accessed on 2022-11-21)

299. Treecop. Retrieved from https://uni-trier.
de/universitaet/fachbereiche-faecher/fach-
bereich-vi/faecher/erdbeobachtung-und-kli-
maprozesse/umweltfernerkundung-und-geoin-
formatik/forschungsprojekte/treecop.

It is not finally decided who will be responsible for the productive system. This (Accessed on 2022-11-21)

work package is planned for next year.

Testing module ‘Deployment’

Security & Privacy: Since the Qtrees project is publicly funded, all the results
and data input are open source. Everybody is able to use the work package
results and outcomes, so data privacy is not the biggest issue. However, the
system collects data from users which needs to be anonymized.

Monitoring & Maintenance: Currently, it is already clear that re-evaluating the
model's performance when data from 2023 is available, will be necessary.

Testing module ‘Post Processing’
Retraining: not applicable yet

Feedback Loop: Currently, structured feedback from citizens about the condi-
tion of the trees is collected and used to verify and map the ML model output.
However, it is only a soft factor since watering a tree is not the only measure
of the well-being of a tree. In future it is planned to ask citizens to provide
additional unstructured data such as pictures of the trees to better judge the
well-being of each tree. Image recognition / computer vision features for the
citizen app are planned to supplement the overall set up.

8.5.2 Insights and findings from Quantified Trees

While mapping the process modules to the development of the current status
of the Qtrees project, it became clear that the process modules were overall
suitable for the development of this project. Due to the high level of expertise
among the involved team members, they were able to also add insights and
comparisons from other use cases from other domains and make connections
between the different approaches, confirming the usefulness of the modules.
E7:"This is exactly how we run this kind of project. It was very helpful to have
this visualization to reflect on and name the working packages we have to take
care of.” The main focus of the project was on needfinding activities, mainly
facilitated by the team members from the Technologiestiftung Berlin. The
HCD/UX expertise was part of the project team, a very important aspect since
projects in the public domain imply a complex network of stakeholders and us-
ers with mostly very diverse needs and requirements and the same applies to
the industrial Al domain. This is why a lot of information about the ‘Understand
& Define’ process module is included in the case study. The public domain also
had an influence on the scope and focus of the project. Business viability was
not as important as with industrial Al use cases; however, domain expertise
was still needed. Less importance was given to the validation item of ‘Success/
Goal Definition’. The team mentioned that an early concept of architecture and
infrastructure was proposed in the ‘Modeling’ module, this also having an ini-
tial concept for the final 'Deployment’ module, which was very helpful for them.
While currently, they would separate those concepts, they realized how much
they depended on each other and therefore the process modules approach
would be something they would take into consideration in forthcoming proj-
ects.



Besides the process modules for the development of Al infused systems,

the two technologically focused team members mentioned that they offer an
additional ‘'meta process' to their clients. This process goes along with the
development and is devoted to all the change management activities, such as
supporting strategic orientation towards Al/ML through coaching and people
enablement activities. This approach is called ‘Intelligent Architecture’ by the
consultancy and also offered in this way to clients.

8.6 Conclusion

This artifact of the Solution Space proposes a process based collaborative
approach between designers and data scientists, as well as business domain
expertise for the development of Al infused systems. The result are 7 process
modules and their related activities and flow, and dependencies. Each activity
is related to concrete actions and tools from all the domains. The process mod-
ules provide a systematic arrangement for the application of design principles
and tools that are relevant in the age of Al and therefore foster the devel-
opment of Human-Centered-Al systems. The process modules incorporate
and combine the research findings from Problem Space, offering a system's
approach, rather than separate activities. The initial version was derived from
the Siemens use case samples from the industrial Al domain, with the final
solution being tested and evaluated outside this scope, namely in the public
sector, presenting a solid approach that can be transferred to other domains
and sectors, set-ups and use cases.

A further collection of case studies and mapping of their related development
steps towards the proposed process modules will provide more insights and
findings about different collaborative approaches and the challenges that oc-
cur. The second artifact of the Solution Space makes an additional contribution,
with a framework for collecting and documenting Al infused project exemplars
and supporting the additional information retrieval for the process modules, as
well as answering the research gap of a lack of best practice sharing.

Chapter 9. Al Use Case Framework

9.1 Introduction

A unified framework for Al and design collecting use cases, exemplars and
abstractions

As an additional artifact, a framework for collecting example use cases, based
on a workshop in the context of the 2021 Al in HCI Conference, affiliated with
the HCI International Conference and the process modules from Solution
Space is a complementary tool and part of this work. Sharing best practice
should provide designers with hands-on examples that make the process mod-
ules more concrete and relate them to real world scenarios, combining theory
and practice. This whole section addresses the very specific research findings
and gaps discovered in both case study and secondary research, namely a
lack of best practice sharing. It also provides a concrete project context for the
theoretical and high level process related activities.

Since it has been successfully illustrated how Al/ML can operate as a new
design material (as discussed in Chapter 3.2.1), it is important to share design
war stories, as well as success stories. This is especially relevant since the de-
sign community lacks Al expertise. Offering training material and education is
one attempt to answer this challenge. Research also revealed that some HCD/
UX experts working in the field of Al/ML related their knowledge and the capa-
bilities of the technology to example solutions. “They instead used designerly
abstractions and popular exemplars to explain what ML is and to communicate
design ideas with each other.” (Yang et al., 2018) The practitioners with the
largest selection of project examples seemed to also be the most successful
practitioners in adopting Al/ML algorithms in their work routine. “Extending,
evaluating, and documenting these abstractions offers a clear space for design
research. The goal is to develop a large suite of these abstractions, possibly
by deconstructing current products and services that employ ML.” (Yang, et al.
2018) Current suggestions and solutions regarding new methods and tools en-
tail design principles, but hardly any specific use cases, best practice sharing
or exemplars, nor do they provide a unified framework or any advice on how to
document this kind of use cases. This research aims to make a contribution to
the given research space. This chapter elaborates on the steps that were taken
to propose a solution which addresses the issues mentioned above, namely a
lack of documented best practice sharing.

This chapter is divided into build and evaluate and theorize and justify activi-
ties. Related to build and evaluate is the organization of a workshop to collect
Al-infused project exemplars from various HCD/UX practitioners working in
different domains to derive relevant framework items from the workshop activ-
ities and relate them to the process modules. Related to theorize and justify is
the conduct of a feedback session with the HCD/UX practitioners who provided
their use case and with this gathered feedback to improve the framework and
make it accessible/usable to a wider audience.

Build and evaluate

Connect the Missing Pieces: Best Practice Sharing
9.2 Workshop on: ‘Use Cases of Designing Al-enabled Interactive
Systems’

In order to respond to the above research findings and offer a solution that in-
cludes knowledge from other domains and experts in the field of design and Al,
a workshop in the context of the 2021 Al in HCI Conference, affiliated with the
HCI International Conference®® was conducted. It set out to clarify the research
question, if it were possible to develop a ‘unified framework' to collect and doc-
ument the use cases/exemplars in order to advance the State-of-the-Art in the

300. HCI International 2021 - Al in HCI:
Workshop On “Use Cases of Designing Al-en-
abled Interactive Systems”. Retrieved from
https://2021.hci.international /Al-HCI_Work-
shop-Il.html. (Accessed on 2022-11-21)
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301. Due to miscommunication the speaker did
not join the session at the foreseen point in
time. Presenting the use cases came before he
gave his talk. This worked perfectly well and
was not perceived as a problem by any of the
workshop participants. In the end, everybody
agreed that this was the best order of presen-
tations.

302. Deadline for proposal submissions:

25 May 2021 (extended deadline)

Notification of review outcome: 1 June 2021
Deadline for conference registration: 30 June
2021 (new deadline)

field of UX and HCI, using Al and ML as a design material. The outcome is also
intended as an additional tool to enhance the Al process modules.

9.2.1 Setting-up of the workshop

The workshop was organized as a remote (on-line) workshop. Besides the
requirement to apply with and present a concrete use case, the workshop
employed creative co-creation concepts to facilitate participants’ knowledge
exchange and creative thinking. The focus and aim of the workshop was to
collaboratively share, collect and document the use cases in a unified manner.

Workshop agenda

1. Introduction to the workshop

2. Opening speech by Head of Advanced Analytics at a car manufacturing
company®”!

3. Use cases presentation

4. Collaborative co-creation activities

5. Workshop summary and conclusions

Submission details

Prospective participants had to submit a short description (800-1.000 words) of
a use case describing the design of an Al-enabled interactive system. Propos-
als included a short description of the use case, as well as lessons learned
and/or problems faced. The abstract was submitted in either DOCX or PDF for-
mat, but no special formatting guidelines applied. After a peer-review process,
a successful application was communicated to the authors and they were able
to participate in the Workshop and give an oral presentation describing their
use case.®?

9.2.2 Online workshop execution

The workshop took place on Thursday, 29. July 2021 - 2:00 till 6:30PM (CEST).
Overall, 35 participants joined the session related to the presentation of the
use cases and the introduction speech by the invited speaker, who shared
insights from his role as Head of Advanced Analytics, setting the stage for a
practice based focus in the workshop. The collaborative co-creation activity
was conducted in a smaller group, mainly with the use case contributors (9
participants) who joined the session.

Presented use cases

Smart Environments
1. Benefitting Users from an ML-enabled Root Cause Analysis | United States

Smart Environments

2. Virtual Control Panel API: An Artificial Intelligence Driven Directive to Allow
Programmers and Users to Create Customizable, Modular, and Virtual Control
Panels and Systems to Control IoT Devices via Augmented Reality | Canada

Education
3. Using Cobots, Virtual Worlds, and Edge Intelligence to Support On-Line
Learning | United States

Assisted Living
4. Can low-cost Brain-Computer Interfaces control an Intelligent Powered
Wheelchair? | Canada

Health and well-being
5. Developing a User-Centered Interface for Sensor-Based Health Monitoring
of Older Adults | United States

Health and well-being
6. Dementia Caregiver Assessment Using Serious Gaming Technology (CAST)
during Covid-19 | United States

Collaborative co-creation activities

Organizing this part of the session was primarily the responsibility of the
author of this work, by guiding the activities to meet the needs of her very own
research endeavor, namely collecting, documenting and sharing design and
Al-infused use cases to generate a ‘unified framework' to offer to the design
and wider HCD/UX and HCI community in order to generate more content and
momentum. To collaboratively work together in the given remote set-up, the
tool ‘Conceptboard™® a digital whiteboard, was used and prepared prior to the
workshop (see Fig. 9.1).

The following five steps were provided as an instruction to the workshop
participants:

Step 1 (15 minutes)

Discuss relevant items for the documentation of the use cases/exemplars, e.g.
team roles, time horizon, technology used... using the provided use cases/
exemplars

Step 2 (15 minutes)

Try to cluster and group those items according to e.g. a process (HCI process ,
CRISP DM, other)

Step 3 (15 minutes)

Fill in and provide the concrete information and content from your own use
cases/exemplars

Step 4 (15 minutes)

Try to define overall themes/abstractions/patterns, e.g. “screen-free inter-
actions”, "deep personalization”, “an evolving relationship with the users”,
“data-driven decision support”

Step 5 (optional and outside the scope of the workshop)

Share with your network and gather feedback, as well as more use cases /
abstraction

303. Conceptboard: An infinite canvas for your
whole team. Retrieved from https://concept-
board.com. (Accessed on 2022-11-21)
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Step 04

Screen-free Interactions

Speech Interaction

Gesture Interaction

Affectice Interaction

Natural Language Interaction
Adaptive User Interfaces
Deep Personalization
Anticipatory Predictions

Data-driven Recommendations

Figure 9.1: Prepared whiteboard items for the activity sessions



The participants were split into two teams related to the domain of their use
case (industrial and medical/others). Each team had a communication chan-
nel on the webex meeting platform, provided for the workshop overall by

the conference organizers. They were given a link to the conceptboard with

a password, followed by a short introduction to the tool, such as navigation,
creating new text, post its and other shapes. Each team got a moderator from
the workshop organization team to guide them through the activities as well as
being the time keeper. The collaborative activity session started a bit later than
initially planned, at about 5:30PM. Team 01 managed to go through steps 01
and 02, as did Team 02, which also managed to start on step 03. Neither team
was able to define overall themes/abstractions/patterns due to time limita-
tions.

Workshop results

After being introduced to the prepared material, the teams were asked to
begin with step 01 of the activity items. The first team started with the pro-
vided items and discussed their appropriateness for the entailed use cases,
following a top-down approach, whereas the second team started from the use
cases and tried to describe them using the provided components following a
bottom-up approach.

Team 01 were Stravoula Ntoa as a moderator plus 4 participants. This team
was linked to the thematic area of the industrial Al use cases. They developed
four thematic areas accompanied by 20 related items (see Fig. 9.2).

The four thematic areas that the activities of Team 01 identified used the same
high level phases as any kind of development process to group their items.
When presenting the results of both teams, one team members said, that

“.. this might be due to the fact that we tried to merge this to the industrial
phases and wording we are used to.”

[~ Requirements Elicitation

Al component(s)

Risks and Rewards (predictions and
projections)

Team 02 were Jennifer Moosbrugger as a moderator plus 5 participants.

This team had links to the thematic area of Al for medical domain use cases,
including domains that weren't included in the industrial team. They developed
seven thematic areas accompanied by 13 related items (see Fig. 9.3).

The seven thematic areas identified from the activities of Team 02 include a lot
of items related to the user(s) and the stakeholders involved; data privacy and
ethics. The team realized that the medical domain/sector poses special issues
for the overall project set-up, such as data privacy and ethics, which are the
main challenges around which all the rest of the process is based. This was
not so strongly represented and reflected in the work of Team 01.

Leverage that Al will provide Needs and existing challenges — _
Problem statement — . Data architecture design of target users Problem : (User) InAterface(s]
Target user group l Data sample size What data/users/information SEiEment Solution Backgnd. Technqlogy and
Prototyping Data points for teaching the Al / do you have access to? |_algorithms Architecture

Domain description o Definition

User task / paradigm i Phase & Develop'— Training dataset acqui;ition What should the outcome be?
Pains and gains ment (User) Interface(s) design Monitor-w [ Evaluation criteria
Metrics and KPIs / Baselines _| | o Transparency / Explainability Different roles _}—— ing & How to evaluate if it
— — Prototyping method(s) / Evaluation works or not?

Performance assessment ] Incrementality

Evaluation against utility, Evaluation
usability and transparency Phase Deployment Prototype that can be evaluated

Commitment, time to
participate in research/project

1 [ Iteratively designed:
Data Privacy, Data Access, Ethical Working

iLi iabili (MVP)/ Highly interactive show it,
Scalability / Reliability _| \ 14 (similar to MVP) / Simulated Approvals, Informed Consent testit,
(Behaves like the system but is not Who is going to see my data? |_get feedback

the system) (Direct impact on the final solution)

(keep the resources (cost & timing)
L viable | make the evaluation feasible)

—Human(user)-Centered-Approach
changes the way and outcome of the
project
User requirements regarding their
data privacy
Users need a 'thing’ (prototype) to

|_judge and give feedback

Figure 9.2: Visual representation of the whiteboard from Team 01 Figure 9.3: Visual representation of the whiteboard from Team 02



9.2.3 Insights and findings from the workshop

The overall set-up and concept of the workshop was shown to work. The for-
mal application with a short description of a concrete use case was productive,
making sure that actual scholars and practitioners from the field dealing with
Al use cases were part of the workshop. It was also very helpful and interest-
ing for all participants to get a short introduction to the different use cases and
being able to ask questions where further information was needed. Six use
cases seemed to be a suitable number to provide a great overview, leaving
enough time for everyone to present their use case in detail.

There was not enough time to run through all the planned collaborative activi-
ties, indicating that co-creation activities cannot be fully planned. Introducing a
new tool for the participants to get used to, such as the conceptboard, needed

more time than initially planned. None of the teams managed to work on step

4, the themes/abstractions/patterns section. Therefore it is hard to tell wheth-
er or not this is a useful add on to the overall collection and documentation of

Al infused project exemplars.

Both teams adopted very different approaches to develop their framework
items. Team 01 used the suggested process structure provided in the prepared
whiteboard, whereas Team 02 used their use cases to derive thematic areas
from. These different approaches might be partly due to the division of the
teams according to their domains. Team 02 was more related to the medical
sector, whereas team 01 was primarily based in the industrial domain. Howev-
er, the presented areas and their related items still showed some similarities
and it was possible to combine them in a first version of a unified framework.

9.3 Al Use Case Framework Version 01

The results developed by each team were slightly different, due to their
different approaches to come up with the necessary items. As co-creation
activities are expected to yield diverse results in terms of quantity and quality,
it was therefore important to carefully analyze and organize them in thematic
categories in order to reach meaningful and concrete results. This analysis
highlighted all the elements that should be included in the documentation
framework based on the workshop, enriched with insights from secondary and
the case study research of this thesis. Those elements were finally organized
into categories. The initial version contained four thematic areas (see Fig. 9.4)
and 24 related items. This section presents the output of the analysis and the
outcomes in the form of a framework for collecting and documenting Al-en-
abled projects.

Effort was made to organize all the information on one page, but making the
point that if more space were needed, the project could be documented on
more than one page (see Fig. 9.5).

1
- 1.Set-up & Understand
Present the core attributes of your project and system,

those which were decisive for the next steps

ooloin 2.Data Input

onool

0| Identify and describe the parameters which
were considered during the data input phase

ﬂ: 3.Modeling & Design
h‘,} Expand on all the aspects of the modeling/design
- . phase, addressing front-end and back-end aspects

@ 4.0utput & Deployment
&

Present results and evaluate your output, in terms of
\\ performance, usability, usefulness, transparency and scalability

Figure 9.4: Overview of the 4 categories of version 1 of the proposed frame-
work for collecting and documenting Al-infused project exemplars

An additional worksheet was created to provide an overview of the framework
with the related items that could be used to input the use case information.
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4.0utput &
Deployment

Present the core attri-
butes of your project
and system, those which
were decisive for the
next steps

Introduce:

Problem statement/
definition

Target users &
stakeholders

User needs
Domain description
Risks & challenges
Rewards & gains

KPIs/baselines that
should be considered

Identify and describe the
parameters which were
considered during the
data input phase

Define & Explain:

Data analysis/
understanding

Data training set
Data collection
Data preparation

Data privacy issues &
concerns

Ethical issues

Overall process &
iterations

Expand on all the as-
pects of the modeling/
design phase, addressing
frontend and backend
aspects
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Al component and the
leverage it will provide
(backend technology &
algorithms)

Prototyping &
ML technology

Al training process
User Interface

Transparency &
explainability

Architecture &
infrastructure

Present results and eval-
uate your output, in terms
of performance, usability,
usefulness, transparency
& scalability

Analyze & Evaluate:

Evaluation methods &
criteria

Performance assessment
results

User testing results
(utility, usability,
transparency)

Feedback with learning
loop

Scalability & reliability
issues

Adherence to KPIs

Figure 9.5: Version 1 of the framework worksheet for inputting related use

case information



304. The call was scheduled for Friday, 10.
December 2021 - 5:00 till 6PM (CEST).

305. Lewis, James, R, et al., "UMUX-LITE: when
there’s no time for the SUS”, in Proceedings of
the SIGCHI Conference on Human Factors in
Computing Systems, pp. 2099-2102, 2013.

306. Reichheld, Frederick, F., “The one number
you need to grow”, Harvard business review,
Vol. 81, No. 12, pp. 46-55, 2003.

Theorize and justify

9.4 Framework Evaluation

An evaluation sequence with all participants was organized® to introduce
version 01 of the framework and worksheet and explain both documents to
the workshop participants. One participant (there were 6 in total) from each
use case joined the session plus both moderators from the workshop. After
the call, the framework draft, including an example use case as a filled out
template, was provided to the participants and they were asked to fill in the
information from their Al use case until 6th January 2022. They were asked to
provide feedback in 1to1 sessions after the submission deadline. From 10th to
19th of January 2022 1to1 feedback sessions were conducted, lasting for about
45 minutes each. The interviews included a first unstructured exchange on the
overall opinion of the framewaork, followed by a structured set of questions as
follows:

1. What is your overall impression of the framework?
2. Did you miss any items or find that any items were inappropriate?

If yes, please specify.
3. Did you agree with the order of items? If not, what needs to change?
4. How easy or hard was it to fill in the framework?
5. Based on your experience in describing your Al-enabled projects,

do you believe that the framework offers any advantages to this end?
6. What would you use the framework for?

Additional questions to quantitatively measure participants satisfaction -
UMUX-Lite** with the framework and their potential loyalty - NPS® were used
as follows:

7. The framework'’s items meet my requirements. 1-7

8. The framework is easy to use. 1-7

9. Would you recommend the framework to others? 1-10
10.What would you use it for?

9.4.1 Consolidate participant feedback

The feedback provided by the six participants was very positive. For most
participants, no items were missing and the order was agreed on as well. The
framework was easy to use and everybody was able to fill in their content. It
helped them reflect on the overall project set up and outcome. The partici-
pants actually appreciated the information being presented and condensed in
one page. Half the participants stated that the example template was helpful
and that they used it to fill in their information. Overall the framework met
the participants requirements and everybody agreed that it was easy to use.
They would recommend it to their peers as well and promote it amongst their
colleagues.

When being asked about a potential use of the framework the following as-
pects were mentioned:

- summarize a project in a succinct manner (‘one pager’)

- share project information with others

- justify what you have done and why

- use it as a checklist/project template to track progress and identify
missing items

- status report for higher management/sponsors

- communicate content with other team members or peers

- focus on relevant topics instead of getting lost in e.g. technical aspects

- baseline to collaborate on when writing a paper

However, there were also two main criticisms made. Firstly, regarding the dif-
ferent terminology used for research and industry contexts (e.g. using the term
KPI's, which was not understood by some of the research-based participants).

Secondly, was the possibility of including additional notations such as images
(e.g. user interface), code (open source) and figures (e.g. line charts). Both are
to be taken into account for the next iteration (as outlined in the next section).

9.5 Framework Iteration Version 02

Based on the insights and findings from the evaluation, a second version of
the framework was proposed. It is more closely aligned to the Al process
modules from Chapter 8.3 and represents the HCD and UX relevant topics with
the space for input provided. It also takes account of the feedback from the
interview participants, more space for additional material if applicable, as well
as adapted terminology (see Fig. 9.6, p.136).

9.6 Conclusion

The overall framework was perceived very positively and the possibilities men-
tioned for its use matched the initial idea of a unified framework to document
Al infused use cases to share with the UX/HCD community. The collection of
use case exemplars has the potential to address current problems faced by
the UX community with regard to Al and ML as a new design material, while
further enhancing their understanding of ML through practical examples thus
empowering them to engage in Al activities. The validation revealed that the
framework and collaborative documenting of the use cases also supported
the collaboration between team members, offering a significant supplement
to the process modules. By providing the relevant context and best practice
examples to guide designers in the age of Al and foster collaboration amongst
the different team members and experts involved in the development of Al
solutions.

Although each project had a different focal point, they could still benefit from

a unified approach. During steps 01 and 02 of the workshop, the second team
realized that the medical domain/sector poses special issues for the overall
project set-up. Data privacy and ethics are a major challenge that all the rest of
the process is based around. As a consequence, it was pointed out that a lot of
items are related to the user, the involved stakeholders, and data privacy and
ethics. This was not represented and reflected in the work of the other team in
the same way. It focused on industrial applications. This fact also made it clear
that the medical sector is already focused on the ‘user’ (patient), whereas the
industrial domain is more focused on technical viability. Thus, each use case
contributed its unique points of view to the unified framework, in a mutually
beneficial approach. For example, although ethics was emphasized by projects
related to health, it is an issue that all Al-enabled systems should attend to

so ensure that they are reliable, safe, and trustworthy. On the other hand, all
projects would benefit from technical validity, be they research or industry
oriented.®”’

307. A paper publication together with the
co-organizer of this workshop, Stavroula Ntoa
(who is a post-doctoral researcher at the Hu-
man-Computer Interaction Laboratory, of the
Institute of Computer Science, FORTH, Greece.
Her work and research focuses on adaptive
and intelligent interfaces, universal access and
accessibility of modern interactive technolo-
gies, and user experience design and evalua-
tion in intelligent environments), for the HCI
International 2022 was an additional outcome
of this work (Moosbrugger, Jennifer, and Ntoa,
Stavroula, “A Unified Framework to Collect and
Document Al-Infused Project Exemplars”, HCII
2022, LNCS 13518, pp. 407-420, 2022.).
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Figure 9.6: Iterated framework for collecting and documenting Al-infused project exemplars



Chapter 10. Summary and Conclusion

10.1 Summary of Results

The starting point of this work was initially very generic, with a broad look

into the field of Al and design, as discussed in Chapter 3. The scope was then
narrowed down by the focus on very specific case studies in the industrial Al
domain within Siemens AG (see Chapter 5.2 and 5.3). The insights and find-
ings that derived from case study research, expert interviews and structured
literature review revealed the importance of Human-Centered-Design activities
during the development of Al-infused solutions. Lack of Al expertise amongst
design and other non-experts and missing structures to support collaboration
amongst the different practitioners were identified as gaps needing to be filled
to ensure the successful implementation of these activities (see Chapter 6.4).
A systematic guidance - Al process modules and their related activities and
dependencies - fostering collaboration between design, data (science) and
business experts, as well as providing a starting point is the proposed solution
to overcome these gaps. The solution is flexible and modular, to support differ-
ent project patterns and contribute a very general result, and at the same time,
proposes concrete activities and related actions (for further detail see Chap-
ters 8.3 and 8.4). The applicability to different project domains was validated
by transferring the Al process modules to a case study in the public sector, as
well as collecting feedback from practitioners working in the field of designing
for Al. A framework to support collecting and documenting concrete Al-infused
project exemplars is also proposed (see Chapter 9.5). The framework aims to
foster best practice sharing and at the same time, supplement the Al process
modules with the information about actual context.

The methodological framework introduced in Chapter 4. supported the thesis's
theoretical and practical orientation. Conducting case study research and com-
bining it with expert and external knowledge and input represented a valuable
contribution to the research area of industrial Al, providing a broad, as well as
concrete field to shed light on the issues and challenges a suggested solution
should address. However, the given set-up also represents a limited perspec-
tive and cannot fully guarantee being generalizable to fit every use case in any
related domain.

10.2 Main Arguments

The following section summarizes each chapter of the thesis and the related
arguments, findings and results in a short statement. It does not only provide
a condensed overview of the most important aspects of each chapter, but also
serves as a basis for further investigation and discussion.

Part |. Foundations

Design is influenced by technological advancement and therefore technology
shapes design practice; in this regard Al and ML are a new design material.
Based on the assumption that design can and should add value to the devel-
opment of Al infused solutions, and that this in turn affects current practices,
methods and tools for designers, two hypotheses to serve as a foundation for
the scope of the research could be drafted.

Part Il. Framing

State of the Art Research in the context of the boundary objects, design, Al/ML
and industrial domain reveal that current developments in Al and ML as well
as in design call for new paradigms; both being related to a human-focus.

The given research endeavor is related to scientific stances and technology,
but it is also concerned with people, practice and socio-cultural issues. This
calls for an appropriate and flexible methodological set up with methods and
tools that address and combine a broad spectrum of concepts and worldviews.
Design outcome related pragmatism and aspects from technology as medi-
ation from postphenomenology, later adding concepts from Design Science




Research approaches provide a novel examination of the paradigms that suit
the given research requirements.

Part Ill. Problem Space

The convergent section provides a view on overall pitfalls and challenges in
the development of Al agents in the industrial domain based on case study
research. 17 themes were discovered, related to issues that are a) Al related,
b) project specific and ¢) HCD/UX specific.

The divergent section represents a focus on design relevant issues by add-
ing the expert perspective. Issues such as HCD/UX professionals lacking Al/
ML -expertise, human-centered and data-centered approaches are not aligned,
and a need for new methods and tools, as well as best practice sharing
emerged. This angle provided the scope of the Solution Space.

Part IV. Solution Space

The convergent section presents a systematic guide - Al process modules -
which foster the collaboration of design, data (science) and business, as well
as providing a starting point. The solution is flexible and modular to support
different project patterns, but at the same time, proposes concrete activities
and related action items. The process modules contribute to filling the re-
search gaps found in Problem Space.

The divergent section represented by the Al project framework supports the
collecting and documenting of concrete use case exemplars to foster best
practice sharing and at the same time, supplements the process modules with
actual context.

10.3 Conclusion and Discussion

This work aims to contribute to the emerging field of design and Al by helping
the design community embrace this new design material. Case study research
and the literature review revealed that Human-Centered-Design activities can
play an important role in the development of Al agents, as stated in the first
hypothesis, but also, that more work, activities and initiatives are needed to
fully embrace the potential assumed by the second hypothesis. It gives guid-
ance with a systematic approach based on the process modules, related ac-
tivities and dependent features to include design, data (science) and business
perspectives in the overall development, as discussed in Chapters 8.3 and 8.4.
This is supplemented with a framewaork for collecting Al infused project exem-
plars to provide a concrete background for the development steps and foster
best practice sharing by creative practitioners (see Chapter 9), in accordance
with the hypothesis that the successful integration of Human-Centered-Design
implies the need for new methods and tools.

While this work is based on a limited number of case studies from the indus-
trial Al domain, making the findings and the outcome transferable to other do-
mains was always a requirement, so external input and feedback were brought
in as soon as possible, like the expert interviews (see Chapter 6.2.2), structured
literature review (see Chapter 6.3.2), a conference workshop with a broad
spectrum of practitioners and researchers (see Chapter 9.2 and 9.3), as well as
mapping the solution with an external case study from the public sector (see
Chapter 8.5). However, the context of the case studies cannot be denied and
represents some bias. The influence of Siemens AG's roots in German culture
with its engineering driven heritage and workforce, data regulation and privacy
issues that are only relevant for German-based companies, are reflected in the
research findings so have indirectly influenced the final artifacts.

To next step it to detect research gaps and further evaluate the validity of

the results by collecting more case studies and mapping them to the process
modules. The same goes for the Al project framework. While the solutions
complement each other, additional value will be created when they are actu-
ally applied by practitioners in various roles, areas, and different settings. As
discussed in Chapters 3.5 and 3.6, the missing examples that are relevant for
practice and design specific material and notational forms have been ad-
dressed by this thesis. It therefore contributes and extends the current status

of research in design and Al. This research area is immature and lives on new
ideas and concepts that will continue to evolve and develop over time as will
their use in practice. The purpose of this work was to present results that indi-
cate the basic directions and fundamental principles to provide a starting point
for further investigation within international discourse. This field is evolving,
and this work's purpose is to take part in actively shaping it, now and in the
future.

It was also shown that the selected set-up of methods offered a valuable
framework to reveal both insights and findings from the intersection of Al and
design in the industrial domain, as well as derive related action procedures to
address the challenges uncovered. The solutions introduced in Chapters 8 and
9 represent only two proposed artifacts that could be derived amongst many
other possible outcomes.

10.4 Outlook

To make the findings and results of this thesis accessible to the UX/HCI/HCD
community, lastly and consequently, a decision about the right format and
publishing media needs to be taken. It should be flexible enough to incor-
porate pictures, interactive content and other sources, in addition to text. A
digital open-source solution is therefore preferable, to potentially supplement
the analogue thesis and make it available to the broader community, inte-
grate changes easily, and add more content and use cases. Since in the given
domain of Al and design, many sources and links are available online, so the
Solution Space should be approachable digitally, at least. The digital version
would use different language and be without academic guidelines, to address
a target audience outside the scientific domain. A web address for this has
already been reserved: design-intelligence.net.

Collaboration with institutes and companies that work on similar issues, such
as IBM, Microsoft and Google, as shown in Chapter 3.3.4, is also a way forward.
Google researchers have started to document Machine Learning models, and
introduced so-called ‘Model Cards'®®, with information about their perfor-
mance, metrics, training and evaluation data and intended use cases.?” The
‘Model Cards' and the ‘Al use case framework' could benefit from information
exchange about each other, so providing very comprehensive explanations
and documentation of best practice sharing, ensuring more transparency and
information about potential pitfalls are available to a large group of stakehold-
ers. Furthermore, the European Union is currently developing the ‘Artificial
Intelligence Act’ (AIA)*'®, a law to regulate Al activities, related to three risk cat-
egories. This shows that the output of Al/ML systems is the subject of regula-
tory activities, confirming the need for more transparency and the tendency to
put more focus on how such systems are developed, providing advantageous
conditions to place a Human-Centered-Design approach on the market.

Furthermore, besides the focus on making the findings available and transfer-
able to broader industrial and commercial contexts, it also became clear that
teaching material and design education play a fundamental role. The process
modules can serve as a foundation to teach design and business profession-
als, as well as students, about Al/ML development in practice. The knowledge
gathered can serve as additional material to create training material and
content and provide designers with a starting point from which to enhance
their skills. The insights and findings gained from the research also indicate
research gaps that can be further explored by the design science and research
community.

This work has clearly shown that design is currently lagging behind the tech-
nological development of Al/ML systems, but also, that it can provide valuable
input with the potential to improve the current situation and challenges faced
by Al technology. In order to stay relevant in the age of Al, the design profes-
sion needs to embrace this new design material and speed up the process to
bridge their knowledge and skill gaps.
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309. Mitchell, Margaret, et al., "Model Cards for
Model Reporting”, FAT* ,19: Proceedings of the
Conference on Fairness, Accountability, and

Transparency, pp. 220-229, 2019.
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Glossary

(Agile) Scrum

Scrum is a framework that supports a specific type of project management.

It is characterized by lean processes, step-by-step development - so called

sprints - and regular feedback loops. It was originally used in software de-

velopment but is now used in many other domains and industries where an 311. Home of Scrum. Retrieved from https://
iterative approach is valuable.®'" scrum.org. (Accessed on 2022-11-21)

Algorithms

An algorithm can be defined as a precise step by step guide for a system

to identify which problem to solve. ML algorithms differ from regular heu-
ristic-based algorithms since the data itself creates the model. Much of the
system's final behavior, the actual way to solve the problem, emerges through
learning from data and experience over time. The choice of algorithm depends
primarily on the type of problem and type of input data, and second, on the
choice of accuracy and performance levels.

Artificial Neural Network Algorithms

Artificial neural networks are models that mimic the structure and/or function
of biological neural networks. They use layers of interconnected units to learn
and derive weights based on observed data. As data input changes, neural
networks are able to adjust and learn new weights, suitable for unstructured
and unlabeled data. There are hundreds of algorithms and variations for all
types of problems.

Association Rule Learning Algorithms

Association rule learning methods extract rules from large multidimensional
datasets. These rules observe the relationships between variables in data and
discover important associations.

Automated ML

AutoML solutions provide ML methods and tools for non-experts®'2. These 312. autoML. Retrieved from https://automL.
systems often support the data handling process by providing tools for data org/automl. (Accessed on 2022-11-21)
preparation and cleaning. These systems also provide pretrained models with

the possibility to adjust settings to control the output. However, the problem

for non-experts is the untransparent nature of these systems, often referred

to as a 'black box’, and lack of knowledge about how to overcome failure or

understand the error messages provided by the system.

Black Box

In computer science and engineering, a black box refers to a system where it is
impossible to understand and explain its internal mechanisms, how the output
is related to the input. Artificial neural networks are often referred to as black

box systems, since it is not obvious how the neural net reaches its conclusions.
The opposite concept of a black box is often referred to as a white or glass box.

Classification and Classification Algorithms?* 313. Classification refers to a class of algo-
When a Machine Learning model identifies an object it performs a classifica- rithms, but also to a group of problems and
tion. The simplest classification is binary, meaning ‘black’ or ‘white’. Multiple related outcomes.

classification algorithms are able to sort input into several groups.




314. Clustering refers to a class of algorithms,
but also to a group of problems and related
outcomes.
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316. Bell, Gordon, “Foreword: The Fourth
Paradigm - Data Intensive Scientific Discov-
ery”, edited by Tony Hey, Stewart Tansley, and

Kristin Tolle, Published by Microsoft Research,

2009.

317. editGAN. Retrieved from https://nv-tlabs.
github.io/editGAN. (Accessed on 2022-11-21)

Clustering and Clustering Algorithms®'

Clustering refers to a technique where the algorithm interprets the parame-
ters of the data, objects with similar parameters and features are grouped in
a cluster. All methods are concerned with using the structures inherent in the
data, which is not labeled, to best organize the data into groups with the most
features in common.

Context Errors

When the Al/ML system produces an error that does not make sense in the
given context of the user, these are so called context errors. The systems’ out-
put is perceived as awkward or irrelevant from the user’s perspective.

Confidence Score/Level

In ML, confidence scores or levels are used to illustrate how confident the
underlying algorithm is that it has derived the correct value. It is meant to
provide mare transparency about the model's decisions and output.

Data Literacy

Data literacy refers to a skill, the ability to collect, understand, and prepare

different types of data and evaluate and use this data in a critical manner®'.
Since Al/ML depend on data, the ability to infer meaning from data and act

based on that meaning is a crucial need for working in that area®'.

Deep Learning Algorithms

A deep neural network contains several connected (and hidden) layers. It is an
update of artificial neural networks. Deep Learning algorithms are suitable for
interpreting unstructured data such as images, audio, and text to help the sys-
tem make near real-time decisions. Particular algorithms in that category are
Convolutional Neural Networks (CNNs), Recurrent Neural Networks (RNNs)
and Generative Adversarial Networks (GANs)®*". The latter are used for several
image generating applications.

Dimensional Reduction

Dimensional reduction is a method that discovers and exploits the features
inherent in data. With this it is possible to simplify and reduce a large dataset
and eliminate irrelevant data points.

Error Metrics

Error metrics are a way of measuring the error of an ML model prediction, to
make a statement about its accuracy, either to compare competing models or
to compare against the current status. Different types of error metrics are re-
lated to different statistical techniques (e.g. Mean Squared Error (MSE), Mean
Absolute Scaled Error (MASE), Root Mean Square Error (RMSE))

Explainable Al (XAl)

The purpose of XAl is to provide a set of ML techniques that foster transparen-
cy and explanation of Al and ML models and their behavior and outcomes for
humans to understand Al output and build trust, improve model performance
on the one hand, but also support humans in effectively developing reliable
and equitable ML solutions.

Heuristic

Hard coded, rule-based software that is based on static if-then-else functions,
is called heuristic-based. The output of this software is always the same.

Human-Centered-Al (HCAI)

HCAI is an emerging discipline with the purpose of creating and developing Al
and ML systems that foster Human-Al collaboration and co-creation. It includes
aspects and methods from HCD, while also responding to the new challenges
the technology implies, such as preserving human control, aligning with hu-
man needs, operating transparently, delivering ethical outcomes, and respect-
ing data privacy.

Human-Centered-Design (HCD)

HCD describes an approach for solving problems and providing solutions in
process, product, service and system design, management, and engineering.
It provides frameworks, design principles and activities that create solutions
to problems that come from considering and integrating the human perspec-
tive into all the steps of the development process. Human-Centered-Design
contains methods and concepts from numerous fields such as engineering,
psychology, anthropology and the arts.®'®

Human-Computer-Interaction (HCI)

Human-Computer-Interaction is related to research and design that focuses
on the interfaces between humans and computers. HCI practitioners observe
humans and how they interact with computers and as a result, design techno-
logical solutions that allow humans to interact with computers in intuitive and,
at the same time, innovative ways. It is situated at the intersection of computer
science, behavioral sciences, design, media studies, and several other fields of
research.

interactive Machine Learning (iML)

interactive Machine Learning (iML) refers to the development of ML models
in collaboration with a human, incorporating their feedback during the model
training process. The aim is to derive more efficient and accurate ML models
that also improve the interaction between humans and machines "’

Intelligent Augmentation (IA)

Intelligence Augmentation is an alternative conceptualization of Artificial Intel-
ligence. It focuses on the assistive and supportive roles of Al with emphasis
on the fact that it is supposed to enhance and augment humans rather than
replace them.

Probabilistic

Situations with multiple possible outcomes are probabilistic. Each outcome has
a varying degree of certainty of it happening.

Regression and Regression Algorithms®?

Regression algorithms model relationships between data points that are
iteratively refined using a measure of error within the predictions made by
the model. Predicting future values based on historic values is one useful
application of regression analysis. Regression methods are used for statistical
analysis and have been co-opted by Machine Learning.

Reward Function

A reward function’s goal is to reinforce a certain learning behavior of an algo-
rithm by specifying a desirable result. A reward function provides a numerical
score to represent the desired state.

318. Human-Centered-Design Society. Re-
trieved from https://human-centered-design.
org. (Accessed on 2022-11-21)

319. Interactive Machine Learning lab.
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Technology Assessment (TA)

Technology Assessment describes a process that aims to identify and measure
the eventual impacts of aspects of technology early on in its development
cycle. It is intended to inform public, political and general decision-making. It
examines the short and long term consequences of the application of technolo-
gy. The assessment is related to societal, economic, ethical and legal issues.®!

Time Series Forecasting

Time series forecasting is based on historic data points for making predictions
about the future development of the given data set. Algorithms that are related
to this kind of problem-solving use observations from the past as a basis for
making a prognosis in the future to drive decision-making.

U..

User Experience (UX) Design

UX design describes the process of defining all the aspects of the experience
of a user when interacting with a digital product or service. Decisions in UX
design are driven by research, data analysis, testing and evaluation. UX design
includes aspects, such as usability, usefulness, desirability, performance and
overall interaction with a company.
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Il. Tools and Canvases

Al is a possible solution
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combined with automation features,
such as smart home applications.

Natural language interactions,

speech recognition, text classification,
such as personal assistanst, chat bots,
dictation sofware.

Classification and recognition of a

large amount of data, an entire class
of entities, where heuristic methods
are too limited to get every possible

Overall, static, simple and rule based
solutions are not weel suited for Al.

Predictable behaviour is necessary,
appearance and user input need to be
the same regardless of context and
different users.

The cost of errors is very high and
outweighs the benefits of a small
increase in success rate, such as bank-
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i Data Sources

i Your reasons
i for using data

i Engaging with

i people

! Rights around
i data sources

i Positive effects

: on people

¢ Communicating
i your purpose

i Limitations in
i data sources

i Negative effects
i on people :

i Openness and
i transparency

- ODI data ethics canvas -

¢ Ethics and
ilegislative context

i Minimising
inegative impact

i Sharing data with
iothers

: Ongoing
i implementation

i Reviews and
{ iterations

i Your actions




322. DeepL: Translator. Retrieved from https://
deepl.com/translator. (Accessed on 2022-11-

21)

323. Trint: transcribe video and audio to text.
Retrieved from https://trint.com. (Accessed on
2022-11-21)

324. Fontjoy: generate font pairings in one
click. Retrieved from https://fontjoy.com.
(Accessed on 2022-11-21)

325. Colormind: the Al powered color palette
generator. Retrieved from http://colormind.io.
(Accessed on 2022-11-21)

I1l. Overview of ML tools used

This thesis made use of available ML tools, firstly, to support the process of
writing and layout along the way, but secondly, also to gain more knowledge
and experience with those ‘little helpers’, and also to evaluate their usefulness.

This work is based on German, as well as English data and information sourc-
es. For the final result, the German input needed to be translated into English.
‘Deepl’®? was used as a translator since it is the most precise and differentiat-
ed ML-based solution currently on the market.

The ML-based transcription software ‘trint’*”® was used to transcribe the inter-
view audio files. This worked well for English, not so well for German inter-
views. Checking the final outcome was necessary in both cases.

‘Fontjoy®** was used as inspiration for the choice of fonts. DIN 2014 has been
used as the main typeface for headings and running text, whereas lora medium
italic has been used for special headlines and to highlight text.

Each chapter and its related graphics has its distinct color code. The color
palette was created with ‘colormind™®?. It provides a database of color schemes
that a Deep Learning algorithm together with other users had already created,
or a user can create their palette themselves as in this case.

The mood board for Chapter 8.2.1 was generated with an Al experiment from
Google called ‘Mood Board Search’?”. This tool uses mood boards as the
search query input to generate an exploratory image collection. Instead of
words, the algorithm is trained on pictures and looks for similar features and
patterns in other images. Human input compromises pictures related to Infor-
mation Theory, DFD'S, layers, pcb's, Claude Shannon, thesaurus maze, process
flow, network structures.

The cover design is inspired by using the image generating bot from ‘Midjour-
ney''% The initial set of prompts were related to design and Al collaboration
but did not produce any meaningful results. The next attempt used artificial
neurons, human brain, creativity and intelligence as prompts, which generated
more suitable variations that came close to the final result.

‘GPT3" is a language model that uses deep learning to produce human-like
text. Unfortunately, it is not ‘advanced’ enough to produce an entire thesis,
however, the idea was to use it to experiment with generating an alternative
abstract for this thesis.

GPT3 prompt
Write an article based on the following input:

>> Starting point - This study deals with Design for Al/ML systems, in the
industrial Al context based on case studies

>> Concept 1 - Human-Centered-Design (HCD), User Experience (UX) and
Human Computer Interaction (HCI)

>> Concept 2 - Artificial Intelligence (Al), Machine Learning (ML) and the impact
of technology

>> Requirement - The final outcomes should be transferable to a wider
spectrum of domains

>> Goal - Examine the role of designers in the age of Al
>> Hypothesis - Current Al/ML development lacks the human perspective

>> Research 1 - Initial literature review revealed that Al/ML are perceived as a
new design material

>> Research 2 - From qualitative case study research 17 themes emerged

>> |nsight - Designers need new processes, methods, and tools in the age of
Al/ML

>> Result 1 - Seven process modules for design, data science and business
collaboration with related activities and dependencies

>> Result 2 - A unified framework for collecting use case exemplars



IV. Extracts of Interview Transcripts

In total 19 interviews were conducted for this thesis. The initial Meta-Sample
interviews lasted for an average of 90 minutes. The Beta-Sample interviews
were between 30 to 60 minutes, the expert interviews, 60 minutes. This produ-
ced a lot of material and information. Plotting the entire interview transcripts
would result in 200+ pages, which would exceed the size of this document. The
decision was made to include extracts of the interview transcript in this section
- those which support the insights and findings derived from the data analysis
and synthesis - the entire interview transcripts can be accessed digitally in the
cloud using this link: https://bit.ly/3CY3sES3.




P1: Scrum Master
(in person, MUC)
Date: 01. August 2019
Time: 11:30 - 13:00
Language: German

[00:09:58] ... das Management... die nattrlich auch manchmal so Ziele haben wie, besonders angesagte
oder populare Technologie einzusetzen.

[00:15:17] Durchsetzen, dass die Planer... wie sage ich das denn richtig... dass die Planer sagen, was es
ihnen nutzt und das sie deswegen auch mehr Einfluss haben auf die Losung. Ich muss dazu direkt kri-
tisch anmerken... Was da echt schwierig war, ist die Beurteilung was ist eine gute Prediction. Imm Moment
sind wir, nach langem damit auseinander setzen dabei das sowohl die line charts zur Beurteilung die-
nen, die Volatilitat widerspiegeln und vielleicht auch das Niveau von Nachfrage fur ein Produkt, als auch
Fehlerkennzahlen. Und bei den Fehlerkennzahlen, das war auch ein langerer Prozess, brauchen wir eine
normalisierte Fehlergrofie NrMSI, brauchen wir eine relative Fehlergrofie Mape und dann brauchen wir
eine absolute Fehlergrofie. Und alle drei Kennzahlen haben ihre Berechtigung und sind in der ein oder
anderen Situation aussagekraftig oder nicht, je nachdem wie viel von so nem Produkt nachgefragt werden
mit welchen anderen Produkten man es vergleichen kann, ob man es vergleichen will... und so weiter.

Es braucht aber aus meiner Sicht eine handhabbare Beurteilungsgrofie damit ich relativ schnell sagen
kann, ja der Forecast passt, oder nein der passt nicht ich muss nochmal neu trainieren oder ich spar mir,
ich nutzt fur dieses Produkt keinen Forecast aus der Maschine. Genau. .. Ich glaube, dass wir immer noch
keine handhabbare Grofie haben, vielleicht gibt es die auch nicht und man muss sich das verschiedenartig
anschauen... und das den Planern alleine zu Uberlassen funktioniert aus meiner Sicht nicht, denn jeder
Planer hat anders charakterisierte Produkte, jeder Planer hat einen anderen Erfahrungshintergrund, jeder
Planer hat abhangig von seinem Material andere, wie sag ich’s, Restriktionen. Also haben wir z.B. gelernt,
das ein Material so grofi ist, ein einziges Stuck, in ner Wurfelform werden die geliefert das man davon gar
nicht besonders viele auf Lager halten kann, weil man den Platz dafur nicht hat, oder nicht bereitstellen
kann. Das weifd naturlich das neuronale Netz Uberhaupt nicht; ist ja klar. Aber deswegen hat dieser Planer
ein ganz anderes Interesse zu viel oder nicht zu viel in stock zu haben. Wieder andere Materialien sind so
teuer, dass man die nicht grofi in stock halten will. Und bei wieder anderen gibt es unterschiedliche Be-
ziehungen zum Lieferanten. D.h. manche Lieferanten liefern genauso wie gewunscht wird und bei wieder
anderen weif3 Siemens da mussen wir Monate im Voraus bestellen damit wir es Uberhaupt kriegen. Da
gibt es eine Reihe von anderen Einflussfaktoren, die nicht fur jeden Planer gleich sind.

[00:21:21] Ich fand's total wertvolle, diese beiden produktiv Phasen zu haben. Und wir alleine hatte da
nichts draus erkannt, wenn die Planer uns nicht dazu ihr Feedback gegeben hatten. Vielleicht hatten wir
mehr von solchen Phasen haben sollen. Also immer mal wieder angeschaltet ausgeschaltet. Oder sie auf
eine andere Art und Weise dazu kriegen, dass sie die Forecasts anschauen mussen. Und dann sagen, das
nutzt mir nix oder das nutzt mir x oder es nutzt mir sehr viel. Dieser Feedback-Loop, was haben die Planer
wirklich davon, der hat entweder sparlich stattgefunden... ja nicht zu spat, aber immer friher ware noch
besser gewesen, na klar. Und was wir unterschatzt haben, dass die Planer da so skeptisch sind. Also das
wurde natdrlich dann schon klar und da muss ich sagen da hat der Product Owner viel Arbeit geleistet sie
zu Uberzeugen. Wie bei jeder Vertrauensfrage, das entsteht nicht auf Knopfdruck, sondern Uber die Zeit. ...
wenn uns das fruher bewusst gewesen ware, hatten wir vielleicht ein besseres Expectations-Management
gemacht.

[00:29:55] Die erste Test-Produktiv-Phase, da gab es zwei davon, die im August war total wertvoll, weil wir
da drauf kamen es braucht so ne Art Post-Processing. Wir konnen nicht alleine mit den Prognosen was
anfangen.

[00:31:16] Dann war das schon ne gute Methode dafir, weil so viel neue Perspektiven und Anforderungen
reinkommen, das war krachend gescheitert, wenn man zum Zeitpunkt x im Sommer letzten Jahres zum
Beispiel Anforderungen festgezurrt hatte. Da hatte so viel gefehlt. ... Das wichtige ist diese timegeboxte,
diese 2 oder 3 Wochen Sprints.

[01:02:13] Flr mich war, bevor ich dich kennengelernt habe Design Gestalten und zwar in irgend ner Form
schick. Gestalten dass es pleasing to the eye ist und langfristig gedacht. Genau. Quality first. Mit so ner
Klarheit. Und dann habe ich dich kennen gelernt und deine Arbeit, auch in diesem Projekt und habe ei-
gentlich erst gelernt, dass das ganz viel damit zu tun hat welche Anforderungen werden erfullt. Wer kann
denn Uberhaupt Anforderungen stellen oder reinkippen, wem muss den geholfen werden oder was hilft
dem denn. Genau. Und jetzt von meiner alten Design Definition personifizierst Du fur mich diese Denke...
Du hast immer ne slightly andere Perspektive mit reingebracht. Und deswegen will ich dem Design credit

geben... ja... weil es auch immer mal wieder aus deiner Sicht nen Fokus setzt, und versucht was ist denn
da der Kern, was liegt denn da dahinter, warum soll das denn so sein und nicht anders. Also ich glaube
diese andere Perspektive und dieses Fokussieren ware hilfreich gewesen. Und grundsatzlich je friher du
eine Anforderung kennst und weifit die muss ich irgendwann berdcksichtigen, umso leichter habe ich es
dann.

[01:05:37] Wenn Design nur Requirements reinkippen will, ja... wenn Design dazu beitragt, dass man eine
Sache nicht tut und dafur eine andere Sache tut, dann ware es wertvoll.

P2: ML Engineer
(in person, MUC)
Date: 01. August 2019
Time: 14:00 - 15:30
Language: German

[00:04:18] Also, ich hatte das Geflhl, dass die Erwartungshaltung in Erlangen zu hoch war, dass da einfach
dieses Gefuhl gar nicht da war.

[00:10:57] Gute Frage. Der wurde abgefragt auch schon relativ schnell. Danach haben wir im April an-
gefangen, uns nochmal mit den Planern zu unterhalten Uberlegen und eigentlich schon recht klassisch
versucht, den Prozess weiter zu durchleuchten und zu verstehen. Da war ich gar nicht so wahnsinnig
selber beteiligt und habe nicht so viel Zeit investiert. Mein Eindruck ist, dass wir das fast noch nicht genug
verstanden haben, um alle Fragen, alles nachvollziehen zu konnen. Also auch die Fragen der Planer nach-
vollziehen zu konnen. Da is immer noch ne Diskrepanz... wie wir das sehen und wie es tatsachlich lauft,
glaube ich.

[00:28:59] Da gab es die Situation, dass wir davon ausgegangen sind, das ist schon viel besser, dass die
Akzeptanz bei den Planern viel gréfier ist und dann rauskam, dass ist sie nicht. [...] Noch eine Sache, die
man sicherlich hatte anders machen mussen, war dieses Ding, dass wir am Anfang haben wir Resultate
gezeigt, mit einer Technologie und einem Ansatz, den wir aber so in der Form nicht wirklich operationa-
lisieren konnten. Das war eben so verruckt, dass es so viele Probleme verursacht hat, weil jeder denkt
dann in genau in diesen Fehler Metrics. Wir hatten genaue Vorstellung, was diese bisherigen Modelle und
Fehler ergeben und jetzt nur durch diesen Technologieaustausch sind die eben ein bisschen schlechter.
Und dann hat man ein Riesenproblem. Wir hatten es dann erst mal ganz schwer zu rechtfertigen.

[00:32:48] Hatte man das vermeiden konnen?

[00:32:57] Ja, auf jeden Fall. Was man daraus lernen kann, glaube ich, dass man auf der einen Seite war es
gedachtes als so ein prototypische Ansatz. Das Problem ist sozusagen, wenn die Resultate des Prototypen
zu gut sind. Das is der Grund, warum man in der Ul Entwicklung lieber sketchy Prototypen zeigt. Weil man
nicht nicht diese Erwartung liefern. Im Prinzip ist sowas ahnliches passiert. Man hat sozusagen einen Pro-
totypen gehabt, den man, aber man wusste, den kann man gar nicht so verwenden. Oder vielleicht wusste
man es auch nicht. Gerade wenn man schon so genau Werte liefert, ist das dann auch skalierbar.

[00:38:25] Das ist eine gute Frage. Ganz ehrlich, es ist schwierig das ganz konventionell zu machen.

Was ich meine, es ist naturlich ganz wichtig die Erkenntnis, dass du iterativ vorgehen musst. Es hat sich
naturlich wieder herausgestellt, du kannst dir noch so noch so viel Gedanken machen Uber die nachsten
sechs Monate. Vergiss es. Du kannst ja nicht planen Uber die nachsten sechs Monate. Du wirst immer von
fast Unerwartetem heimgesucht, und je weniger du es erwartest, desto mehr wirst du heimgesucht. Das
ist einfach so, und das war schon wichtig. Was jetzt agile Methoden angeht, ja mei es war halt wieder so
selbst gestrickt. Wir haben nicht genug Zeit, in die Anforderungen in den Backlog, in die User Storys ge-
steckt. Das hatte man noch mehr machen mussen oder konnen. Das heifit ja gut, das hatte halt doch mehr
Aufwand bedeutet. Aber das ware gut gewesen. Da haben wir auch dazu gelernt. Das ist eigentlich ein
Riesenthema.

[00:41:00] Zum Beispiel das Timeboxing hatte man so viel besser machen kénnen. Da haben wir dann
auch immer wieder versucht das zu verbessern. Aber das war so eine Erfahrung. Wahrscheinlich ist das
eine grofie Herausforderung. Das mit dem Timeboxen, weil man im Machine Learning doch immer wieder
diese Komponenten hat, wo alles offen ist. Und es auch immer neu ist und du nicht weifit was dabei raus
kommt. Und das ist ja eine riesen Herausforderung. Bei so Projektarten.

[00:46:01] Es ware schon gut noch Jemanden zu haben mit mehr Zeit und dieser PO Rolle und vielleicht



ein bissl mehr Erfahrung. Ansonsten glaube ich ja. Ich glaube schon, dass wenn wir die Moglichkeit gehabt
hatten, hatten wir die Planer besser und mehr integriert. Und das ist auch sicherlich ne gute Idee. Man
musste vielleicht von vornherein ein paar mehr Sachen abklaren, mehr darauf beharren, dass wir von den
Stakeholdern oder von unseren Partnern, dann diejenigen, die es benutzen, noch mehr, dass man noch
mehr daran arbeitet, die Vorstellungen und die klaren Ziele zu scharfen. Auch dass man die vielleicht auch
noch mehr auf der einen Seite unterstutzt, dann vielleicht auch so ein bisschen fast zwingt dazu, noch
genauere, noch genauer zu definieren, was zum Beispiel wie gut ist denn gut genug. Das war ein Riesen-
thema. Und es ist jetzt immer noch nicht komplett klar. Und noch nicht jeder hat da die gleiche Sicht drauf.

[00:52:08] Ganz viel zentriert vor allen Dingen darauf, die Forecasts zeigen und interessanterweise ist

das auch gar nicht so ohne, weil es ist ein Riesenthema, welche Fehler-Metrics tragt dazu bei, wie Du die
Forecasts bewertest. Welche ist da richtig und aussagekraftig? Das ist es Uberhaupt nicht leicht. Und man
ist ganz schnell geneigt, die Dinge dann zu positiv zu prasentieren. In jeder Situation hast du verschiedene
Moglichkeiten. Und je nachdem, welche du wahlst, kannst du Dinge durchaus noch positiver oder negative
darstellen. Das ist ein richtiges Problem. Wir sind da einfach nicht zu einem Entschluss gekommen.

[01:12:31] Ich hab echt ein Problem mit dem Projekt mit ahnlich hohen Erwartungen. Das verwundert mich
immer noch. [...] Also lessons learned, Forecasting ist schon ne einfach echt schwieriges Feld. Ich glaube
vor allen Dingen, die Erwartungen mussten noch besser gemanaged werden.

[01:18:17] Ich hab ne Idee. Doch ich kann mir vorstellen, was mich interessiert hatte, ware es nicht doch
moglich gewesen, vielmehr auch den Planer oder deren Prozess vielleicht auch mehr umzugestalten?
Wobei ich vielleicht gar nicht den Planungsprozess an sich meine. Ich glaube den so genau zu verste-
hen, ware fur uns fast nicht moglich gewesen. Aber zum Beispiel die Frage warum nicht doch die einfach
arbeiten mit so nem Dashboard? Da bin ich mir nicht sicher. Es ware doch sehr interessant. Ich glaube, es
ist schon verdammt schwierig, mit so einer Ablehnung noch was rauszuholen und ist es dann so Human-
Centric, wenn man erst mal so eine Mauer durchbrechen muss. Aber manchmal, das habe auch schon als
Consultant in der Vergangenheit erlebt, ist es auch manchmal richtig gut. Und das haben wir gezielt ab
und zu gemacht und du hast den Nachteil, dass manche Leute total happy sind und manche eben nicht.
Und die Leute werden dann vielleicht entlassen. Aber das geht schon manchmal. Ich weif3 nicht ganz
sicher, ob es wahrscheinlich ware es auch wieder an der Kapazitat gescheitert. Dass die Leute zu sehr
unter Druck stehen. Veranderungen muss das Backup des Management haben. Hatte es in dem Fall auch
zu wenig. Und was passiert? Genau die gleichen Fehler sind passiert, die in jedem agilen Transforma-
tionsprozess, dass von oben gesagt wird, ja, ihr macht da jetzt mal Plan 2.0, aber bitte doch in genau dem
Modus den ihr vorher auch gemacht habt. Und das funktioniert halt nicht. Du hattest zumindest einen der
Leute, hatte du quasi freistellen mussen, vielleicht nicht fur die ganze Zeit. Und wenn du das nicht machst
dann siehst du aber... da kann man nur sehr, sehr bedingt Erfolge verbuchen.. Was hatten die denn auch
machen konnen?

P3: Project Manager/Stakeholder/Supervisor
(in person, MUC)

Date: 07. August 2019

Time: 10:00 - 11:30

Language: German

[00:03:47] P5 hat damals, aber auch als hier das Team nach und nach zusammen kam, wurde damals fur
eine gewisse Stichprobe ein Modell entwickelt, was sich dann einfach sukzessive erweitert hat. Und die
Stichprobe dann irgendwann immer klarer wurde. Damals war die Stichprobe so etwas wahllos gezo-

gen, und irgendwann hat man mal angefangen ein bisschen mehr Gehirnschmalz reinzustecken, welche
Produkte denn auch tatsachlich Sinn machen, weil die Resultate so vielversprechend waren. Daraufhin hat
man dann angefangen zu evaluieren, okay, wie kann ich jetzt mit einer sinnvollen Stichprobe mein breites
Produktspektrum so gut wie moglich darstellen, um auch nochmal die Performance der Modelle zu Uber-
prufen?

[00:05:54] Total rudimentar ehrlich gesagt, wenn du dich noch an unserem Workshop bei IBM erinnerst.
Das war so ein Einstieg in das Thema, wo wir mal versucht haben darzulegen, wie eigentlich der Stand
heute ist mit den Planern und mit den jeweiligen Sales Kollegen und UPM. Wie die miteinander agieren?
War ein Design Thinking Workshop. Es war das erste Mal, dass wir dezidiert versucht haben zu veran-
schaulichen, wie der Prozess heute lauft und wo es Schwierigkeiten gibt.

[00:09:35] Ich glaube die Problemstellung ist halt ne andere. Du hast da nicht etwas, was du auf einer grii-
nen Wiese hinstellt und sozusagen neu erschaffst, wo vorher nichts gewesen ist, sondern es hat sehr viel

mit Veranderung zu tun. Und naturlich dadurch, dass es ein KI Thema ist viel mit Vertrauen. Das heifit, die
Problemstellung und die Komplexitat der einzelnen Themen, mit denen wir uns auseinandersetzen sollen
und mussen, um das zu erreichen, noch mal was anderes als bei einer Neuanlage.

[00:12:47] Ich glaube, es wird die Kappa teilweise auch, was machbar ist. Da zu gucken, ist es denn auch
sinnvoll, fur jedes einzelne Produkt ein Modell anzuwenden? Wenn ich eigentlich schon weif3, dass ich in
meinen Produkten xyz Anzahl an Produkten habe, die einfach nicht predictable sind. Dann muss ich ein-
fach sinnvoll meine Stichprobe oder meine Daten entsprechend schon so vorbereiten, aber das erfordert
naturlich auf Kundenseite auch sehr viel Zeit, das entsprechend zu machen. Und so sind wir oft diejenigen,
die das machen, indem wir einfach alles machen.

[00:13:36] Wir haben natiirlich die technologische Expertise, ich nenne sie jetzt mal Data Scientist oder ML
Engineer, die zum einen wichtig ist, was die Modell-Konfiguration anbelangt. Und zum anderen auch die
ganze Prozessautomatisierung, die dahinter steckt. Im Sinne von welche Infrastruktur, im Rahmen einer
Cloud kann ich dann den Prozess so abfahren, dass ich diesen manuell Daten -Up und Download wochent-
lich nicht mehr habe. Das ganze Thema auch was in deine Richtung geht, wenn wir Interviews mit den
jeweiligen Nutzern gemacht haben. Ich glaube, da erfordert es ein gewisses Talent, die richtigen Fragen zu
stellen oder auch richtig zuzuhoren, um auch tatsachlich die Pains zu erfahren und nicht die, die wir horen
wollen.

[00:19:08] Ich glaube weil wir dann doch oft durch aufiere Umstande in irgendeine Not gekommen sind,
was darzulegen oder weil wir es an irgendeinem Thema hing, was dann so viel Kappa gefressen hat uber
einen langeren Zeitraum, den wir nicht vorhergesehen haben, oder so nicht abgeschatzt haben und dann
priorisiert wurde. Das ist doch zwei, dreimal passiert, glaube ich, dass der komplette technologische
Aspekt und die Modellgenerierung im Fokus stand. Dass wir das Thema Nutzer wieder so ein bisschen aus
der Perspektive gelassen haben.

[00:21:49] Weil wir sonst eine technologische Losung bauen, die mega techy ist und super fancy, aber von
keinem benutzt wird. Und was ich auch glaube, was ich noch hatte besser machen konnen. Da hatte ich
mich vielleicht auch einen anderen Meeting noch mehr mit einbringen mussen und mehr Zeit investieren
mussen. Geflhlt ist aber meine Wahrnehmung... weil wenn du dir Uberlegst wir sind seit Ende 2017 mit
dem Thema beschaftigt, wir haben jetzt Mitte 2019. Wir haben bald zweijahriges bei dem Thema, und

ich glaube, wir haben unendlich viele Schleifen gedreht, am Anfang was ist die richtige Stichprobe, wie
kriegen wir es sicher, dass das ganze Thema Dateninput konsistent ist? Da haben wir unglaublich viel

Zeit verloren. Und da wirklich vehement sagen das Thema kommt von euch, das pruft ihr, ihr macht den
Qualitatscheck und wir haben trotzdem immer nochmal doppelt gemacht getestet, was auf der einen Seite
gut war, weil man viele Fehler entdeckt haben.

[00:31:20] Ich glaube, die Modellierung ist sehr schwierig, weil wir ein sehr diverses Portfolio haben und
wird auch viel Zeit in Anspruch nehmen. Ist aus Kundensicht auch der gefthlt wichtigere, weils immer
Performance getrieben ist. Aber auch das Thema Implementierung ist nicht trivial. Was das ganze Daten
Handling anbelangt. Ich glaube, der wird uns nicht ganz so viel Zeit kosten, aber fast genauso viel Zeit kos-
ten wie das Thema Modellierungen. Und was wir nebenbei konsequent begleiten mussen, ist das ganze
Thema Prozess Veranderungen. Wie wollt ihr mit den neuen Modellen arbeiten? Was macht ihr anders als
bisher? Konnt ihr das auch sicherstellen. Oder auch diesen Denkprozess uberhaupt anzuregen. Hat aber
nicht so viel Zeit gekostet, bzw. haben wir uns bis dato noch nicht so viel Zeit dafur genommen, wie fur das
andere. Jetzt muss man auch sagen das ist eine schwierige Situation aus PO Sicht gewesen, weil fur diese
anderen Themen immer sehr weit im Fokus standen.

[00:37:57] Weil es uns gar nicht so bewusst war. Ganz am Anfang war es mir personlich auch nicht so
bewusst, wie wichtig UX doch ist. Weil wir uns so in diesem, ja ich muss ja jetzt erstmal technologisch
Uberprufen, ist das denn Uberhaupt technologisch machbar konnen, verloren haben. Und wir meinten das
schauen wir uns spater an.

[00:41:31] Und ich wirde mit unglaublich viel Lessons Learned von genau diesem Projekt ankommen,
gerade was dieses Thema Nutzer anbelangt. Ich wirde mit unglaublich viel Lessons Learned, wie brau-
chen wir die Daten. Und mit welcher Menge von Daten fangen wir an? Und was ist Minimum Requirement,
damit so ein Modell Uberhaupt sinnvoll ist, Uberhaupt in ein Machine Learning Modell gepackt zu werden?
Wenn ich jetzt zwolf Datenpunkte habe, dann kann ich auch gleich den Mittelwert ausrechnen. Da habe
ich mehr davon, als wenn mich jetzt mit einem neuronalen Netz totschlagen. Das bringt namlich gar nix.
Und ich glaube auch klare Requirements von unserer Seite am Anfang darlegen, genau, an den Kunden.
Was brauchen wir, damit wir euch bestmaoglichst unterstttzen und ochne das konnen wir gewisse andere
Sachen eben einfach auch nicht tun, was auch so ein bisschen ins Erwartungs-Management geht.



[00:49:02] Sie geben schon Feedback. Aber ich glaube, Kollege x koordiniert das vor Ort in Kontakt, damit
wir nicht mit allen Funfen in Kontakt treten mussen. Ich glaube der tut sich ungeheuer schwer. Zeitnah,
von alle, weil es naturlich auch unglaublich viele Daten sind, muss man auch sagen, das Feedback zu
bekommen und was er mit dem Feedback anfangt, wenn jemand sagt, passt oder passt nicht, weil... dass
jeder aus einem ganz anderen Argument heraus entschieden hat.

[00:59:41] Das ware fr mich jetzt eine Sparte, sozusagen. Also Sparte, aber ein Bereich eben, weil er sehr
breit ist hinter den einzelnen Funktionen und darunter verstehe ich wie wir den Mensch in den Mittelpunkt
als Nutzer setzen und auf Basis dessen, was seine Schwierigkeiten sind, versuchen, ich will jetzt nicht nur
sagen ein Design zu entwickeln, weil ich glaube, es hat fur mich auch etwas mit Prozess zu tun, nicht nur
mit Applikationen, sondern auch Prozess, zu entwickeln, die dem gerecht wird.

[01:01:34] Absolut hat es einen Mehrwert. Es ist ja, glaube ich, das was wir heute feststellen, dass wir hier
und da nicht gut gemacht haben. Ich glaube, viele verstehen es immer nur unter der Applikation hibsch
machen. Sehe ich jetzt nur als einen gewissen Teil hier und da. Und hibsch machen heifit ja auch nicht
immer, dass es dem Nutzer entsprechend gerecht wird mit dem, was er fur seine tagliche Arbeit braucht.
Und ich glaube, dass wir viel starker auch dieses Bewusstsein brauchen. Das ist eigentlich genau diese
Frage. Was verstehen wir darunter und wenn wir es auch unter dem Sinne breiter verstehen, und das tue
ich auch im Bereich des Prozesses, dann geht es ja darum, dass wir uns Uberlegen, wann macht es Sinn?
So wie du auch gefragt hast. Und es macht von vornherein zu Beginn sinn, namlich anzugucken wie ist
der Prozess heute. Und was sind die Bedurfnisse des Nutzers? Wo hat der Nutzer heute Schwierigkeiten?
Basierend auf einer technologischen Losung, die wir geben konnen, was andert sich fur den Nutzer? Und
was sind Parameter, die man Uberdenken muss, indem wie er heute arbeitet, versus wie er zukunftig
damit arbeiten muss und das dann naturlich auch irgendwie in eine nette Applikation oder Interface zu
packen, die auch genau das ermaoglicht, ist ja wieder ein anderer Baustein. Aber das ist halt nicht nur,
sondern fur mich ist es auch der Prozess, der damit hinter steht. Das kann man auch gar nicht losgelost
voneinander betrachten. Sollte man Uberhaupt nicht losgelost voneinander betrachten, weil das eine geht
ohne das andere nicht. Aber ich glaube, wir haben halt oft immer bei Design das Thema, ich mache jetzt
mal vom Layout her hubsch.

[01:06:23] Ich glaube immer, wir wollen Dinge oftmals nur so halb, indem wir irgendwas cooles, techno-
logisches reinbauen, um zu zeigen, wie toll wir sind. Das ist jetzt nicht blod gemeint. Aber wir vergessen
eigentlich die Zielsetzungen manchmal dahinter. Was wir damit erreichen wollen. Mit Zielsetzung gehort
fur mich dazu, ich will morgen anders arbeiten, als wie ich heute arbeite. Und wenn anders arbeiten, hat
fur mich etwas damit zu tun, wie die Leute damit arbeiten. Auch eine technische Losungen anbelangt und
nicht die technische Losung an und fur sich selber, dann habe ich nur irgendein blodes neues Tool. Es ist
ganz oft diese Tool-Denke, was ich auch echt bald nicht mehr horen kann. Ich hab ein neues Tool und da-
mit kann ich das und das machen. Alles wird eigentlich auf das Tool fokussiert, was das Tool alles macht,
alles kann und es wird parallel gar nicht geschaut, was ich denn eigentlich mit vielleicht viel einfacheren
Sachen machen konnte, indem ich einfach gewisse Sachen in meinem Prozess andere oder Rollen andere,
das ist teilweise viel wichtiger.

P4: Data Scientist
(in person, MUC)
Date: 08. August 2019
Time: 11:00 - 12:30
Language: English

[00:04:14] For the set of 25. But this came later when we realized, like, what's going on here? So, yeah, so
they put in some work to try to get a representative sample of the entire production line.

[00:09:49] Um, yeah, so | guess. | view it as trying to make some forecasts. Of customer demand based
on historical, | guess, customer demand. | think the goal was to help the factory planners figure out how

many products to make. So not necessarily telling them exactly what to do, but to give them a suggestions,

more in the lines of decision support. And for the ones where | would say if the estimation was like stable
and somewhat robust | would imagine then they're manual efforts is reduced. So | think one of the goals
was to reduce the manual efforts, the others to kind of give more unbiased estimate of what the demand
forecast would look like just because between the different inputs they would get from the sales guys.
The factory planner kind of added to that, like some sort of weighting of what they believed from the sales
guys because there will be like sales guy A is optimistic sales guy B is pessimistic. And then they kind of
had this kind of subjective view on what that true value is. And | think that the demand planning from the
machine learning algorithm would give less subjective, or at least less emotional estimate of what the de-

mand patterns will look like. So | think it's more like to bring a little bit more neutrality to this estimation if
that makes sense or a more non subjective estimate. But to me, it was never the goal to replace them, but
rather to help their job. Yeah, help their performance.

[00:17:33] But the thing is, like, even from a non domain expert, if you look at the formula you're like, that's
kind of nonsense. That's respectively like not doing what you would want and adding noise to the estimate.
But then it's more like okay, like, well, why did they come up with this formula? It's because they want to
incorporate this kind of concept in the post processing. So it was more like trying to group what they want,
but express it in a, like, properly said, like formal mathematical formula that made sense. But not relying
on them to say like, like not 100% relying on them. | think it's somehow a goal in between, like, you're
trying to, like, listen to them, but then translate this into something that is computable.

[00:18:54] Yeah. And in what way. So some sort of like translator, but not like, literally in language per se.
Well, maybe it is natural language to mathematical language. So, | mean, | think that's common though,
like, sometimes they like, oh, why don't we just do this and you're like, well, if you do that, then this will
mean a lot of like, inefficiency in computing something or whatever. And you kind of just need to guide
them in the right way.

[00:26:56] And some of the questions where we would ask her like, oh, could you define what is a use-

ful KPI for you was like completely challenging. But we couldn't really define that for her. So | think the
customer needs some sort of technical like competency. Okay, like | think we somehow managed. | think it
would have been good if the factory planner somehow was also in like process with colleagues x, y and z.
We would have a lot of meetings with these three. We've very rarely had a meeting with the factory plan-
ners. And if they had a role there like a, | mean, they had a role but just in a different subspace of roles.

[00:33:46] | mean if that project didn't exist, and it was a different task as a classification task, like com-
pletely different models that couldn't apply to this use case anyways. | mean, | think there was also still
things to look into. | mean, a product grouping. This was something that was always like, no, we won't do
it. Or maybe we'll do it. No, we won't do it and now it looks really well. | feel like the requirements kept
shifting. | think it would have been much more efficient if we spent more time to fix this. And then we just
did it.

[00:34:55] Yeah, yeah, | mean, | think like anyone on the team had the power to be like, no let's look at that
list of requirements. Is it on there? If not, then we're not doing it or something like that. Or we vote on it.
Somehow | think we were, like, super eager to please the customer. And so we kind of gave the customer
like the like. Yeah, no crown to say. Yeah. So, no, that was | think, probably took some hit in productivity. |
remember we did one week of this product group concept, but for nothing like there was no follow up or
anything until now, which is debatable whether or not that was dependent on the experiments.

[00:41:18] | think the feedback probably. The feedback loop when they said, uhm | can't use this. And then
us refining the method | mean | guess if we didn't do that, and they're just like, we can’t use it, you don't
use it. Everything with the feedback loop.

[00:41:58] Yeah. | think that was one thing, like, the forecasts, in the beginning would sometimes give nega-
tive numbers especially if it's like something that had very low demand and like 000 demand and then like
three pieces, and you know, this kind of thing. And so the algorithm itself didn't know it was forecasting
something that could only be positive, though technically we could have taken care of that, but we didn't.
And so in the beginning, P7 would be like, there is a negative number there's negative one why is there

a negative one? Or one thing that was kind of interesting to me was | remember | did one of my first file
exports, it'd be like 1.2 or something. And the planners were like | can't make point two. Are you serious?
Like, make 1. So | think that was one thing that was really surprising. For | think both me and P5 are like,
are you kidding me? Like, like, it's a suggestion, right? Like, don't take it so seriously. Or like, you just have
to do some sort of interpretation. Like | think that was one thing that was like, | mean, it was supernatural
for us, but maybe it was like completely like, oh, no, the machine learning algorithms like completely shit
is giving like nonsense numbers. Right. So | think there was a gap there and trying to like, relate to like,
what they're expecting. Yeah, | think that was one thing. | think it was really hard in the beginning because
they would say like all but like last year, it would be like more like in these numbers or something like
that. But, like you're suggesting something much lower and stuff like that. But then like a few months
later, they like how did you know it would be less? Like, we're just, you know, trying to use historical pat-
terns. Like, it's not like we told them to be more pessimistic. | was just kind of like. | think it would be these
kind of comments that we get as feedback. | mean, some we can address. Yeah.

[00:44:54] ... sometimes like the people who are more in the project manager role, maybe they didn’t have
this Al experience so like, there was a little bit like a bit of a gap there where you're like, okay, like, well,



when | say why this doesn't make sense, or why it's not efficient, like, we actually need to kind of share
some information. They're like, why? But that means not a main issue. | don't think like, it's just more like,
okay, | noticed that was a little bit different with other project managers who kind of like are used to the
language and everything.

[00:48:06] | think so. | think if the factory planners didn't have maybe a feeling of insecure, job insecurity,
they would have been more cooperative. | mean, it's just judging from other projects. So like, | remember
talking to one of these guys from another department and he was one of, | think, maybe a data citizen or
something like that. And he was saying how other colleagues in his group were, like, amazed that he was
actually participating in this data citizen stuff, because they're like, aren’t you scared, you're like going to
be replaced and that the machine can do your job better and blah, blah. And he was like, no, because | feel
like this is going to help me work more efficiently. Like, | don't wanne do this nasty stuff, but | can actual-
ly do the more complex stuff and perform better overall. So | think it's like the perspective is, like super
important. And if the if there's members on the team that are not really like motivated to try this, they will
just act as friction or cause some sort of friction to the momentum of the project. So | think if they didn't
have those feelings of insecurity, they would have maybe been more helpful.

[00:50:13] Yeah, | mean, | think the shitty thing was we got the interview done after we had set some re-
quirements. Like, oh, maybe we should have done that first.

[00:50:35] And | think maybe we could have been more sympathetic, knowing that perhaps this could be

a touchy subject for them that like, oh, look how well the machine learning algorithm performs, right? It's
kind of like a jab like we did last year and look what we did this year. So | think maybe we could have been
a little bit more sensitive to that right? Like, okay, like, maybe be more balanced or like, seems like for
these cases we perform better. These ones not so much. What would have been better like or what, how
can we improve like, what do you look at to improve your estimations like, you know, try to be a little bit
more sensitive to perhaps this insecurity might have been better? Yeah.

[00:52:07] I mean, | think even how we presented the results, like, you know. Instead of just be like, look
how good we perform compared to last year, like we never even really set up the problem like, you know,
this is a hard task. The, you know, the factory planners, they have a lot on their minds, and there's all
these different things, components, moving components that they need to consider. How can we make
their jobs easier, like, you know, like, try to make them feel like they're important this whole occasion and
that we're trying to help them like, | don't think we really did that. We're just kind of like, look how good
we can do. | felt like maybe in hindsight, we could have been more sensitive and show that we did respect
their domain knowledge. Yeah.

[00:54:55] So | think it's just because Al could seem so cold. Like as the Data Scientist who somewhat
delivers the Al we need to kind of show there's a human aspect to it, | think, or at least | feel like you could
get people who maybe are not in the right mindset, and if we approach it the wrong way, we just keep
them in the wrong mindset.

[00:57:21] Yeah, | mean, | think we shouldn't have relied on them to manipulate the numbers themselves.
Like, I think we should make this as, like, trustworthy as possible in all the different ways that they can but
say do sanity checks. | think this is important. And if they do even raise this question, of course, the post
processing that we did is more sophisticated now than just taking the max and making sure it's positive.
Like we actually went in, did some experiments and developed something that was, you know, a little bit
more sophisticated. So | think, it is good that they made a point and we improved the solution. But on the
other hand, | think they also need to make some changes and how do they work. Right? So, okay, it's a
different column now in their system, and they have to look at this. But, like, | think somehow they need
to kind of, like, change their way of working. It's not just like, you could just put in this number, and now

| don't think or whatever, like you said, to do a little bit of work, right? Like, you know, there's a big order
coming, like, have the expectation the model doesn't know it is. So you know, and also the capacity so, you
know, you probably want to spread that large order over the week. So, like, | guess, yeah, you still have

to kind of work with it is not just magic. So | think it's on both hands, but | think as a Data Scientist, we
should make sure that the solution is as kind of comfortable to use as possible, given the resources that
we have of course.

P5: Sr. Data Scientist
(remote)

Date: 13. August 2019
Time: 13:30 - 15:00
Language: German

[00:15:04] Ich bin so ein bisschen am Uberlegen, ob mir teilweise der Input, den wir von den Kollegen aus
Erlangen bekommen haben, und von der Einbindung des Kunden selber, ob ich den eng genug fand. Und
im Hinblick auf den Product Owner war er das, aber im Hinblick auf die Leute, die spater damit arbeiten,
also wirklich die Planer, da hatte ich manchmal den Eindruck, dass die zu sehr an der Seitenlinie standen
und auch zu viel mit ihrem Alltagsgeschaft vertraut oder betraut waren. Also hattest du da wirklich einen
Planer komplett freigestellt von seinen Aufgaben und hattest du ihn quasi - genatigt wurde ich jetzt nicht
sagen, aber hattest du sozusagen dafur gesorgt, dass er quasi aktiv in dem Projekt seine Rolle da auslebt,
dann hatte, dann ware vielleicht die eine oder andere Iteration uns erspart geblieben.

[00:20:06] Also wir haben es ja letztendlich versucht, in einem agilen Scrum-Prozess dann entsprechend
zu fahren, und ich glaube, dieses, dass man hier versucht hat, immer in kleinen Sprints Arbeitsergebnis-
se vorab zu definieren und die dann zu erreichen, das war auch schon ein Schlussel, dass man sich bei
solchen Sachen nicht verzettelt und auch der Kunde immer schnell sieht: Wo stehen wir denn da gerade?
Also was ist denn der Vorteil auch der - wo sieht man sozusagen die Weiterentwicklung? Und so weiter
und so fort. Ja

[00:20:46] Wichtig, weil es ein sehr abstraktes Thema ist, auch erst mal was so die Begriffsbildung angeht.
Also das, wenn ich sage, ich habe einen, ich mache einen - also ich unterscheide in Prognose und Pla-
nung. Und viele von den Kollegen, wenn die planen, ist fur die Plan gleich Prognose. Und auch da erst mal
uberhaupt zu gucken: WorUber reden wir? Was ist sozusagen der - also was ist sozusagen da auch vom
Sprachgebrauch her das Richtige? Und was meinen die Leute eigentlich? Und dann ihnen zu zeigen, was
diese Prognosemodelle konnen und was sie nicht konnen, weil letztendlich hast du historische Daten. Was
in diesen historischen Daten drin ist, kann reproduziert werden und, was da nicht drin ist, halt nicht.

[00:24:28] Ja. Also erstaunlicherweise, obwohl die Daten eigentlich aus einer gepflegten Datenhaltung
stammten, also aus einem SAP-System, war da einiges erforderlich, um die Daten dann auch irgendwie so
aufzubereiten, dann entsprechend fur Datenkonsistenz zu sorgen, Doppelbuchungen oder irgendwelche
Ausgleichsbuchungen, also das erst mal klarzukriegen, hat P2, glaube ich, sehr viel Zeit und Nerven ge-
kostet. Und das ist halt auch so eine der Botschaften, also generell wurde man sagen, man sollte gerade
den Bereich der Datenaufbereitung/-konsolidierung nicht unterschatzen im Hinblick auf die Zeit und den
Aufwand, den man da hat.

[00:27:16] Ist, war ein recht langes Thema. Also ich meine, wir hatten - also man kann halt irgendwo gu-
cken, gerade wenn du prozentuale Fehler anschaust. Also du hast halt, das ist, weil - das ist das typische
Beispiel: Du hast einen High-Roller, da gehen, sagen wir mal, in einer Woche 1.000 Einheiten werden
produziert. Und du machst eine Prognose von 1.050 zu 1.000, dann hast du halt irgendwie 5% Fehler. Und
wenn du, ich sage mal, ein Small- oder ein wenig nachgefragtes Produkt hast, da werden also zwei Einhei-
ten nachgefragt und du sagst sieben, dann hast du auf einmal einen Fehler von ein paar Hundert Prozent.
Und trotzdem hast du dich nur um ein paar Stuck geirrt. Also dass man das da Uberhaupt mal ein gewis-
ses Verstandnis zu haben: Was ist ein gutes Performancemall? Ist das ein prozentualer Fehler? Ist das ein
Fehler in Stuck? Und vor allen Dingen auch: Wie bewertest du die Gute eines Absatzplanes? Also auch im
Hinblick auf: Wie stabil ist der Uber die Zeit? Also du willst ja auch nicht von Woche zu Woche immer deine
komplette Planung umschmeifien. Ich glaube, das ist, dabei war auch ein Lernerlebnis, dass es nicht die
Performancekennzahl gibt, sondern letztendlich nur Vorschlage, die mehr oder weniger Nachteile haben,
und es sich dann auch vielleicht lohnt, nicht nur eine Kennzahl anzugucken, sondern auch vielleicht auch
zwei oder drei Kennzahlen.

[00:31:05] Ja. Die Frage ist halt immer: Wann fasse ich ein Modell an? Und man kann nattrlich sagen, gut,
du trainierst, versuchst standig nachzutrainieren, auch von Woche zu Woche. Aber ich meine, statistisch
gesehen ist - also der Wunsch ist naturlich verstandlich, die Modelle immer auf aktuellster Informations-
grundlage zu haben. Wobei es, wenn du anguckst, wir arbeiten mit Wochendaten und die Modelle haben
so meistens, ich sage mal, 200 Datenpunkte, also was ja ungefahr drei, vier Jahren entspricht. Und wenn
du da jetzt irgendwie einen Datenpunkt noch dazubekommst, ist das nicht so viel in Anfuhrungszeichen.
Also das heifit, da hast du auch im Hinblick darauf, wenn du es zwar alles machst, also Rechenleistung
gegen dann wirklich den Effekt und Mehrwert, ist das eher vernachlassigbar und insoweit hin, dann auch
zu sagen, ja, Modelle, die auch gut laufen, muss ich erst mal gar nicht anfassen und da kann ich natur-
lich auch viele Ressourcen dann sparen, so ein bisschen so auch so ein Diskussionsprozess gewesen und
naturlich auch so ein bisschen ein Prozess, wo man dann auch testen kann oder konnte. Also wann lohnt



es sich, dann entsprechend nachzutrainieren, und wann nicht?

[00:40:41] Also das ist - also jetzt fiir Data Analytics Projekte gesprochen, ist es eine Funktion, die eine
Bricke baut zwischen einer Fachdisziplin oder einer Domane von Modellwelt oder Mathematik, die fur
die meisten Leute erst mal komplett neu sind oder sehr mystisch sind, und die sozusagen hilft, dass die
Anwender dann auch in gewisser Weise ein Vertrauen in eine derartige Losung und in derartige Algorith-
men aufbauen, namlich dahingehend, dass sie auf der einen Seite die Chance haben oder die Moglichkeit
haben, die Anforderungen zu spezifizieren, zu spezifizieren, was erwarten sie von einer solchen Losung,
dann aber auch in gewisser Weise auch aufgezeigt zu bekommen, was es da nicht kann. Also das ist auch
ein bisschen so Erwartungsmanagement da mit rein. Ich meine, du kannst ja als User, du kannst ja alles
Maogliche definieren, denke ich, aber dann aber auch gleichzeitig zu sagen: ,Nee, das wahrscheinlich nicht”
oder ,Das eher, das bleibt dann schon noch bei euch als Funktionalitdt hangen.” Und da denke ich auch, zu
moderieren und auch genau zu identifizieren ,Was ist denn da eigentlich dann, was ist da sozusagen der
Need?" und das herauszuarbeiten, ist ganz zentral.

[00:45:00] Ich denke, dass... Also auf der einen Seite glaube ich, dass das Kunden unterschatzen, was sie
irgendwie selber machen, sie irgendwie eine ganz klare Vorstellung haben von dem, was das Problem ist,
aber die Ubersetzung dann in eine Data Analytics Losung oder Entscheidungsunterstiitzung, da gibt es
durchaus ein Mismatch. Und den muss man erst mal identifizieren oder da halt auch dann eben gucken:
Was kann man sozusagen da machen? Und wie kann man helfen und wo kann man nicht helfen? Und das
sozusagen fur die einzelnen Rollen dann auch zu spiegeln, ist zentral. Und die Erkenntnis halt auch, dass
Data Analytics jetzt nicht nur irgendwie Datenqualen ist, sondern dass da immer ein Geschaftsprozess mit
dazugehort mit entsprechenden Anforderungen und mit entsprechenden Notwendigkeiten. Und ich habe
halt auch den Eindruck, also, wie gesagt, dass halt viele Softwareanbieter oder, sagen wir, viele Losungs-
anbieter, die kommen klassisch aus der Informatik und sehen so was erst mal nicht. Oder du hast halt
Leute, die kommen eher aus dem Business, also so wie SAP, aber die sehen, die greifen dann halt bei der
Informatik zu kurz, also bei den Modellen. Und das irgendwie unter einen Hut zu bringen, ich denke, da ist
dann, da ist sozusagen Design Thinking oder User Experience ein Punkt, um insbesondere die Kundensei-
te da einzubeziehen und dem Nachdruck zu verleihen.

P6: Data Analyst

(in person, MUC)

Date: 17. September 2019
Time: 12:30 - 14:00
Language: German

[00:04:28] Dadurch dass ich mehr den Teil der Visualisierung gemacht hab, war das schon gut zu verste-
hen, was die Data Scientist brauchen aus deren Sicht, aber auch die Planer und unsere Kunden, wie sie
die Daten sehen. Und es war ganz gut eben diese Schnittstelle zu haben, dass man nicht zu technisch ist
und einfach beide Seiten verstehen kann. Der eine der nur mit den Algorithmen kommt und der der nur
die wochentlichen Zahlen sieht.

[00:05:25] Man hat ja gesehen, dass die Planung schlechter waren als die Zahlen, die wir geliefert haben.
Aber trotzdem haben sie dem Algorithmus nicht zugetraut, weil die Kurven einfach anders ausgesehen
haben. Sie haben sehr optisch die Zahlen bewertet.

[00:06:41] Ich glaube, es liegt daran, dass das Verstandnis nicht da ist, auch wenn man jetzt von Algo-
rithmen spricht, weil wir sagen, wir haben es ja ansatzweise schon erklaren, auch was der Algorithmus
macht. Aber einfach das Verstandnis zu haben, wie man mit historischen Zahlen zu diesem Ergebnis
kommt, das zu haben und es zu akzeptieren, dass es oder auch historisch gesehen, die hatten diese Kur-
ven gar nicht vorher. Sie haben auch ihre Planung nie gegenubergestellt. Sie haben ja gesagt, ja, ich finde
das, so sieht es aktuell aus. Meine manuelle Planung sieht so aus, es driftet auseinander und ich akzep-
tiere das, dieses Bild haben sie bisher nie gehabt. Und jetzt? Die Erwartungshaltung von Kl ist ja, dass es
perfekt wird. Also gefuhlt, sagt er, wird immer besser. Das muss ja besser werden, wenn ich erst dann
erst mal diesen Vergleich habe. Er sagt, nein, das driftet ja hier genauso auseinander.

[00:12:57] Also im Endeffekt hat man versucht, die Visualisierung besser zu machen und eigentlich nicht
den Inputgeber von der Visualisierung? Habe ich das richtig verstanden?

[00:13:09] Genau so. Man hat sich halt sehr viel erhofft, dann noch mehr Inputs, also noch mehr rauszu-
holen und vielleicht auch darzustellen, dass es so passt. Also das es fur deren Zweck halt gepasst hat.
Genau.

[00:13:36] Ich glaube schon, dass es fiir die Datenanalyse, also fur den ersten Schritt, was eigentlich we-
sentlich ist, und in dem Projekt finde ich noch zu kurz gekommen. Man hat halt sehr frih mit Predictions
gestartet und auch mit vielen Themen hat man halt parallel gestartet. Und das was man halt ein bisschen
ausgeblendet hat, ist halt die Datenanalyse um den Input ein bisschen mehr zu evaluieren. Das haben wir
mit P7 angefangen, ansatzweise das, was er da so gesehen hat, man muss einfach auch erstmal kon-
sequente Daten, also konsistente Daten bekommen, um Uberhaupt sowas auf zu setzen. Man hat darauf
reagiert und hat nicht jetzt gesagt vom Prozess her. Ich soll mir vielleicht mehr Zeit nehmen, um meine
Daten anzuschauen. Was ist Uberhaupt moglich, was ist da? Kann ich das hernehmen als Basis oder muss
ich es anreichern? Wie kann ich das anreichern? Ich glaube, diese Thematik haben wir sehr oberflachlich
gemacht.

[00:18:30] Ich glaube ja, ehrlich gesagt, die Planer hat man nicht gefragt, es war das Management dass es
wollte und das Management hat das Ganze auch getrieben. Wir waren ja auch immer in dem Druck etwas
zu liefern. Was das Management mochte.

[00:21:56] Stakeholder hatten man wahrscheinlich auch rausfinden kénnen, Daten sicher, also Dateninput,
das auf jeden Fall und in dem Zuge halt auch Prozess, weil das haben wir auch nicht sauber und komplett
gemacht. Ja, haben wir sehr, zu kurz gemacht.

[00:23:05] Ich glaube, das ist aber bei beidem drin, sowohl bei der Datenanalyse, als auch in der Implemen-
tierung. Ich muss ja am Schluss Alle abholen. Das ist ja ein Werkzeug dafur, dass man alle abholen kann
und sagen kann, okay, sind wir auch noch ‘on the same page’, oder haben wir ein anderes Verstandnis?

[00:26:17] Also teilweise haben wir ja gesagt, teilweise war das ja nicht faktenbasiert, weil natirlich der
Mensch das Ganze bewertet. Und die Planer, die das Tool nutzen oder diese Prediction nutzen sollten,

die wurden halt nicht am Anfang integriert. Das heif3t, die grundsatzliche Haltung der Planer war ja auch
ausschlaggebend. Die waren nicht am Anfang Teil des Teams und mussten aber mit einem Ergebnis leben,
das aus dem Projekt entsteht. Das war schwierig. Da hatte an auf jeden Fall noch mehr darauf fokussieren
konnen.

[00:27:46] Also ich wiirde mich tatsachlich mehr auf den Anfang konzentrieren. Genau, dass wir uns
einfach Zeit nehmen, und uns nicht dauernd unter Druck gesetzt fihlen, weiter machen zu mussen. Das
‘Definition of Done’ das ist total wichtig. Wann hat das Erfolg oder wann macht es Sinn Uberhaupt dieses
Projekt zu planen? Die Daten passen nicht, dann ware das tatsachlich ein ,To Do’ zuriick ans Business. Wir
wurden euch gern helfen, aber Stand heute macht es keinen Sinn, dass wir auch tatsachlich sagen, jetzt
machen wir erstmal nen Cut und kommen gerne wieder zuruck, wenn diese Themen geklart sind. Auch
da mussen wir das Coaching machen, weil dann kommt vielleicht auch das Verstandnis rein, wann macht
eine Prediction Sinn. Manchmal macht es keinen Sinn. Liegt es an den Daten? Liegt es an den Prozessen,
liegt es irgendwo, bevor man jetzt auf Teufel komm raus eine Prediction macht, die im Endeffekt schon
wieder besser ist, aber trotzdem nichts was den Prozess angeht. Genau.

[00:47:26] Also wenn man jetzt Uber ein konkretes Produkt spricht, dann spielt UX da auch eine Rolle mit.
Aber ich wirde es wahrscheinlich nicht bei jedem Sprint sehen, sondern erst dann, wenn tatsachlich die
Anforderung da ist, wie ich dieses Produkt nutzen. Wie ich als Planer in dem Fall, dann kommt die Rolle
ins Spiel, aber nicht in jeder Phase, wenn ich zum Beispiel bei den Algorithmen, das sehe ich zum Beispiel
nicht. Genau.

P7: Product Owner
(in person, ERL)

Date: 19. September 2019
Time: 10:45-12:15
Language: German

[00:01:22] Und im Juli, Mitte Juli gab es diese Data Analytics and Artificial Intelligence Konferenz und da
haben sie eben diesen Forecasting Core vorgestellt, also ein Projekt davon. Und der Kontakt Uber den P5
kam dann so zustande. Und dann haben wir gesagt: ,Okay. Wenn die eh schon Forecasting machen, dann
geben wir ihnen einfach mal unsere Daten und wiirden” - heute sage ich mal - ,schauen mal einfach,
was dabei rauskommt.” Also das war wirklich, wir haben Ansatze gesucht und das war so das Erste, wo
wir gesagt haben, das passt oder das konnte klappen. Wir haben P5 unsere Daten gegeben. P5 hat was
uns zuruckgegeben, ich glaube, im September, Oktober 2017 war das dann. Und wir waren sehr Uber-
rascht, positiv Uberrascht von dem, was da rauskam, und haben wirklich gesagt: ,Wie jetzt? Echt?" Und



das waren ja fur die Vergangenheit dann immer nur Daten, weil du ja fur die Vergangenheit nur Ist-Zahlen
hast und du vergleichst ja immer zum Ist. Und das war so gut, dass wir gesagt haben: ,Okay. Wir machen
genau an dieser Stelle weiter mit P5."

[00:06:39] Die anderen... Neg, nee, nee. Die anderen gibt es noch und da wird einfach der Forecast ange-
zeigt im APO, unser Planungstool heute, und die Planer Ubernehmen aber die KI-Planung nicht. Also die
Planer, die setzen, die konnen wahlen und die machen ja im Prinzip eine manuelle Planung und konnen
aus verschiedenen Inputfaktoren wahlen, also einmal UPM-Planung oder KI-Planung und was sie dann
noch daruber hinaus machen konnen.

[00:07:23] Was wir jetzt als kleines Hindernis sehen, momentan diktiert unsere Werksleitung, was wir

fur einen Umsatzplan machen sollen, also das ist im Prinzip, da spielt weder UPM noch Kl eine Rolle.

Und das ist eben fur die nachsten vier Monate, sodass, wenn wir jetzt zweiten, dritten, vierten Monat die
Zahlen drin haben, spielen sie jetzt eigentlich keine Rolle, weil die werden Uberschrieben. Und das ist jetzt
momentan, der momentane Stand.

[00:09:53] Mittlerweile haben wir ganz gute Einblicke, was eine Kl kann und was nicht, Grenzen, was mog-
lich ist und was nicht. Und eben jetzt wurde ich eben tatsachlich einschatzen 7, sage ich mal, fur mich
personlich.

[00:10:30] Nicht nur die Expertise, sondern, ich sage mal, so Projektleitungsskills, also solche Digitalisie-
rungsprojekte oder KlI-Projekte. Also es gibt ja den CRISP-DM-Prozess. Wenn du den kennst? Okay. Cross
Industry Standard Mining... Cross Industry Standard Process for Data Mining. CRISP-DM heif3t der. Und da
ist im Prinzip das Vorgehen beschrieben, wie du in solchen, bei solchen Digitalisierungsprojekten oder halt
so Kl-Projekten unter anderem dann auch vorgehen sollst. Und an den Prozess haben wir uns im Prinzip
gehalten. Das ist ein genereller Standardprozess. Und da steht zum Beispiel, zuerst Data Understanding
und Business Understanding und dass du eben zuerst deine Daten verstehst und dass du zuerst deinen
Businessbereich verstehst. Also heute ist es tatsachlich so, sage ich mal, ihr habt das mathematische Ver-
standnis und was wir nicht haben, und ihr habt aber nicht das Prozessverstandnis oder das Planungsver-
standnis, was wir aber haben. Und dann dieses Planungsverstandnis in Mathematik zu Ubersetzen, das ist
halt wirklich, das war viel, wo wir uns anfangs auch, glaube ich, sehr viel Zeit gebraucht haben, um uns da
zu verstandigen. Also, wenn du nur aus deiner Planungsperspektive siehst und keine Ahnung von Mathe-
matik oder von der KI-Mathematik die dahinter steht und da Uberhaupt nicht weif3t, wie das funktioniert,
redest du anders, als wenn du jetzt, als wenn ich jetzt wissen wirde - ich habe jetzt ein besseres Ver-
standnis von dem, was ihr braucht in dem Sinne. Das hatte ich damals nicht. Und genau so wenig hattet
ihr aber damals, glaube ich, auch keinen Plan davon, wie wir planen. Das habt ihr heute aber. Also heute
wurden wir - anfangs haben wir damit, glaube ich, viel, von der Komnmunikation her viel Zeit verloren, da
wir uns, dass wir uns da abstimmen mussten oder es dann immer wieder Ruckfragen gab oder: ,\Wie und
warum muss ich jetzt noch mal das machen?” oder ,Warum, woflr gehort jetzt nochmal das?” und ,Wieso
wollt ihr jetzt plotzlich das?” Also da gab es, glaube ich, viel. Und, genau, also von daher im Zeitverlauf die
Lernkurve ist enorm. (Lacht)

[00:13:22] Und was ich sehr, sehr gut fand, ist wirklich diese Sprint-Logik, weil da hast du wirklich definier-
te, kleine definierte Bausteine, die zu, wo du capable bist, diese zu erledigen auch, also wo du sagst: ,Okay.
Das ist Uberschaubar und das schaffe ich bis dann und dann."

[00:20:27] Meine Rolle im Projekt war Projektleiter beziehungsweise Product Owner dann, also in der
Scrum-Methode dann der Product Owner. Und ich war Madchen fir alles. (Lacht) Ja, also Ansprechpart-
ner Nummer eins. Und was mir anfangs wirklich schwer fiel oder was uns allen, glaube ich, schwer fiel:
Wohin wird das fuhren? Also wirklich dieses erste halbe Jahr, wo ich mir gedacht habe: ,Wo kommen wir
denn hin? Wo kommen wir denn da raus?” Und wo ich jetzt aber eigentlich sehr, sehr guter Dinge bin, wo
wir sagen: ,Okay. Wir haben unseren Automatismus, der unsere Werksplanung erstellt.” Ja, und fir wel-
che Einsatzgebiete sind in Definition noch, definieren wir noch, wo wir es einsetzen, aber da haben, eben
das kann ich nicht bestimmen in dem Sinne, also kann ich nicht vorgeben. Da habe ich einfach nicht die
Weisungsbefugnis dann dazu. Und aber von anfanglicher oder von - also sage ich mal, dass von anfang-
lich wirklich Misstrauen in solche Zahlen und ich sage mal so, meine anfangliche Aufgabe war ja Uber-
spitzt gesagt: ,Rationalisiere die Planer weg.” Und da kann ich nur zu gut verstehen, dass die Planer da
nicht mitmachen wollen. Ja. Und das war schon eine heftige Aufgabe eigentlich, als ich damit angefangen
habe, ich ersetze jetzt, ich erfinde was, um die Planer zu ersetzen. Und das ist schon recht heftig, wo ich
mir auch denke: ,Ja, da wurde ich als Planer auch nicht mitmachen.” Und nach einer Zeit dann aber - also
es war wirklich schwierig teilweise, dieses Change Management, und mit der Zeit sind dann aber wirklich,
sind die Prognosen auch besser geworden und wo du sagst, wo die Planer auch gesagt haben: ,Ja, die
Zahlen, mit den Zahlen kann ich arbeiten.” Und also wirklich dieses langsame Change Management, dieses
Uberzeugen, miteinander Reden, Kommunizieren, wo du dann sagst: ,Okay. Ja, jetzt sind wir an einem

Punkt, wo die Planer mitziehen.” - zumindest einer zieht immer mit. (Lacht)

[00:30:32] Ich hatte halt - also laut dem CRISP-DM-Prozess ware so eine User Experience ganz, ganz vor-
ne halt gestanden und du kamst, glaube ich, relativ spat mit rein. Und das war, glaube ich, das, wo uns am
Anfang Uber solche User-Experience-Sachen komplett das Know-how gefehlt hat, komplett, was du nun
eigentlich machst, was deine Aufgabe ist und so weiter. Und, also sage ich mal, auch das Verstandnis, das
habe ich erst seit, ja, seit diesem Jahr, sage ich mal, wie das ganze Zusammenspiel in dem Sinne.

[00:38:23] Das war - wie soll ich das beschreiben? Ich sage mal, ich habe mir das schon so gedacht also,
weil ich ja die Arbeit der Planer kenne, und dann war es niedergeschrieben. Und was die im Prinzip Aus-
wirkung auf das Projekt? Ich glaube, an der Stelle relativ wenig, weil es eben, glaube ich, hatte zu Anfang
mit einfliefen mussen und am Anfang hatte es dann, glaube ich, eine Richtung auch vorgeben konnen.
Also wir hatten da schon irgendwie an der Zeit oder zu der Zeit eine Richtung eingeschlagen, wo es, na ja,
nicht schwierig war, die Richtung zu andern, aber es hatte fruher kommen mussen dann einfach, um das
weiter mitberUcksichtigen zu konnen.

[00:48:44] (Lacht) Was noch? Wir haben zwar viele Daten, aber die kann man auch nicht unbedingte so
gleich verwenden, sondern man muss noch viel die herumruhren und noch mal schutteln und noch mal
(Lacht) da was und da was daran machen, ehe man sie tatsachlich, ehe man auch gute Ergebnisse mit

den Daten bekommt. Dann, genau, diese Zusammenarbeit zwischen Fachbereich und Data Science. Also
das ist, glaube ich, noch ein extrem wichtiger Teil, dass du da dieses Verstandnis hast: ,Okay. Was braucht
denn der Data Scientist? Und andersherum eben: Was braucht denn die Data-Science-Seite aus dem Fach-
bereich?"

[00:55:39] Ja, genau. Und ich glaube halt, das ist dieses Verzetteln, wenn du: ,Ah, jetzt will ich aber noch
das. Und, ah, jetzt will ich aber noch das.” Und ja, aber das brauchen wir doch eigentlich gar nicht. Und
das stellst du halt dann eben erst hinterher fest, dass du das ja vielleicht doch gar nicht gebraucht hattest,
aber dann Zeit damit verschwendet hast dann eben so. Und wenn du von Anfang an so einen Rahmen
feststecken kannst - und das hat uns, glaube ich, auch so ein bisschen gefehlt aber, weil eben keiner weif3,
wie es weitergeht oder wo es eigentlich hingeht. Deswegen haben wir da, waren wir, haben wir da uns
teilweise auch verzettelt dann, weil es diesen Rahmen einfach nicht gab. Und das war dann, wenn du das
tatsachlich am Anfang machst, dann ist das, glaube ich, schon eine grofie Hilfe.

P8: Planner

(in person, ERL)

Date: 19. September 2019
Time: 12:30 - 14:00
Language: German

[00:05:17] Es gibt da eine Prasentation, dass in der Siemens AG, die Planer reduziert werden sollen.

[00:07:13] Im Moment noch nicht, ne. Sobald die nicht eins zu eins Uberspielt werden konnen die Zahlen ist
es nicht einfacher fur uns. Aktuell!

[00:07:34] Heut saflen wir ja zusammen. Da missen dann noch einige Hebel angesetzt werden, einfach um,

wenn wir solche Zahlen, eins zu eins in die Fertigung kippen wirden, dann waren da Schwankungen drin,
die die Fertigung nicht abfangen kann. Drum muss das nivellierter in die Fertigung einflieen, damit wir
sagen konnen immer, jeden Tag, dieselben Stlckzahlen, da gibt es Schwankungen mit drin, die auch die
Fertigung mit abfangen kann. Aber das muss nivelliert in die Fertigung runter gegeben werden.

[00:09:29] Wenn ich die Zahlen von der Kl nehme und die einspiele, dann stehen die so drin, und dement-
sprechend wird materialisiert. Und dementsprechend wirde sich dann auch die Fertigungen aufstellen.
Aber das wurde ja bedeuten Mitarbeiter in den Kudhlschrank. Und wenn ich sie brauch, hole ich sie mir
raus und die nachste Woche stelle ich sie wieder rein in den Kihlschrank. Drum braucht man den zweiten
Schritt, wie du jetzt gesagt hast beim Post-Processing, damit man dann nivelliert, das Ganze. Ist jetzt nicht
die Aufgabe von der KI, sondern von dem ganzen Prozess, der dahinter steckt.

[00:12:07] Doch ich war schon Mitglied. Ja. Allerdings war es neu. Du weif3t nicht, wo die Reise hingeht und
was auf dich zukommt in diesem Fall.

[00:16:03] Ich denke immer mir fehlt ja das Wissen dazu.



[00:37:23] Ich kann das nachvollziehen, weil der Algorithmus rechnet sich das ja aus Vergangenheitswer-
ten aus und spielt uns das so ein. Es gibt ja neue Programme bei uns, die das dann Richtung Fertigung
dann leisten konnen. Somit konnen wir dann in naher Zukunft die Fertigung Aussteuer mit beiden Pro-
grammen mit KI und dem neuen Programm. Alle Grof3auftrage wird eine Kl nie erkennen konnen.

[00:39:35] Ja, es ist nattirlich schwierig von aufien, den Prozess zu erkennen oder zu kennen. Wenn man
sich das vor Ort haufiger einmal anschaut hatte vielleicht, oder mal zwei, drei Tage mitgelaufen war. Dann
hatte man sich mit Sicherheit einige Diskussionen erspart. Kann ich mir gut vorstellen.

[00:41:07] Wobei du ja auch sagst, es gehoren zwei dazu. Du weif3t ja auch, dass du vom Algorithmus nicht
alles verlangen kannst, und es ist ja dann allen irgendwann klar geworden, leider werdet ihr manuell
immer noch irgendwas machen mussen. Und genau, hoffentlich kommt dann irgendwann der Punkt, wo
dann aber der Algorithmus wenigstens das unterstutzt, was bis jetzt sozusagen gelaufen ist.

[00:49:43] Nein. Weil ich Richtung Fertigung gehe und sage ich brauche 100 Geréate und nicht, schau dir die
Kurven ordentlich an, ich brauche da ein paar mehr. Und wenn ich das in Tabellenform hab, oder als Liste,
dann sehe ich jawohl Kl sagt 80, Kundenwunsch ist 100, Differenz 20. Dann kann ich etwas damit anfangen
und nicht da mit Kurven. Es ist schan, ich weif3. (Lacht)

P9: Product Owner/Management Planners
(remote)

Date: 25. October 2019

Time: 10:00 - 11:00

Language: German

[00:06:27] Und weil das halt mit der Lieferzeit schwierig war, die Bauteilbeschaffung und die Planung
passen nicht, das war der Handlungsbedarf zu sagen: ,Hey, wir konnen Eskalationen vermeiden, wir
konnen Kosten senken in Richtung Beschaffungsprozess, wenn wir das etwas besser hinkriegen von der
Planung.” Und dann war die Frage: Warum nimmt man nicht ein System mit Algorithmen und die Statistik-
methoden dann im Bauch haben, und lasst die Systeme pradiktieren und unterstUtzt dann praktisch den
Planer? Das war letztendlich dann der Handlungsbedarf zu sagen, wir schauen uns auf dem Markt um
und schauen: Was gibt es da? Und dann kam halt das Thema mit der Beratungsfirma, wo wir dann einen
Proof of Concept gefahren sind mit unseren Planpositionen. Das Ergebnis war, dass das System besser
pradiktiert als der Planer in einer Vielzahl von Planpositionen und das hat uns dann dazu bewogen, dieses
Thema, diesen Proof of Concept letztendlich dann produktiv einsetzen als Planungsunterstitzung.

[00:12:56] Genau. Wenn das nicht zu breit ist, dann hast du naturlich den Vorteil wieder, dass sich man-
ches ausgleicht, dass du einfach viele, viele Mehrfachverwender hast in deinen Bauteilen. Aber, gut,
letztendlich haben wir dann jetzt eine Softwareplattform, wo wir vergangene Sachen reinschieben und
Uber Statistikmodelle Pradiktionen kriegen. Und da sind wir jetzt gerade am Analysieren: Wo schlagt das
System gut an, wo schlecht? Um da, sage ich mal, zu sehen: Wo hilft uns die Pradiktion? Wo mussen wir
noch nachscharfen? Mit welchen Themen mussen wir nachscharfen? Also da stehen wir noch ganz am
Anfang auf der einen Seite im Output, auf der anderen Seite brauchen wir ja eine Prozessanderung. Wir
brauchen ein Change Management, weil der Planer hat heute seine Planungstabellen und hat eine eigene
Methodik, um die Planzahlen vorzuschreiben. Da haben wir jetzt im ersten Schritt es geschafft, die Pradik-
tionsinformationen, also die Daten, die aus dem Tool rauskommen, die so in seine Welt reinzubringen, dass
er in seiner Excel-Tabelle dann eine Sonderzeile hat.

[00:16:21] Nein. Das Change Management ist noch im Kleinen gedacht, dass der Planer jetzt eine neue
Information kriegt vom Tool und dass er jetzt irgendwie erkennen muss, ob er diesen Informationen Ver-
trauen schenken kann oder ob er sagt: ,Nee. Da passt es nicht, weil das System nicht das Wissen hat, wie
ich es habe, weil da so Sondereinflisse sind, die nur ich im Kopf habe, die noch nicht digital irgendwo im
Datenstrom drin sind.” Also die Idee ist ja, dass tber unser Tool er eine Entlastung kriegt und er manchen
Positionen Vertrauen schenken kann, sagen: ,Ja, das Ubernehme ich.” Und bei anderen sagt er: ,Nee, Uber-
nehme ich nicht, weil da muss ich noch daran arbeiten.” Aber wie greife ich das ab? Wo erkenne ich, ich
kann Vertrauen schenken oder ich muss was machen? Das ist fur uns noch das Thema. Jetzt fangen wir
mal an, erst mal Daten zu zeigen, um in die Diskussion zu gehen, in den Dialog mit dem Planer, um dann
einen Modus zu finden: Welche Informationen braucht er denn von dem Tool? Damit er sieht: ,Ja, das hat
schon die letzten, sagen wir mal, die letzten drei Quartale super performt, die Methodik, und das kann ich
jetzt Ubernehmen.” Wie kriegt man das hin?

[00:17:57] Das ist ein Standardtool, das wir aber nicht in der SOP-Welt haben, also das ist letztendlich

dann auch ein Drittanbieter, aber es ist ein Standardtool. Eines mit einer Losung von einer Beratungsfirma.

[00:29:31] Also ich muss sagen Uber den, Uber die Consulting haben wir da wirklich viel erschlagen, weil
das, das hatten wir nicht selber machen konnen. Also das, was die da hingelegt haben, das ware undenk-
bar. Da brauchte man Spezialisten. Also ich kann zwar in ein paar, also sagen wir mal, in einer Woche ler-
nen, das Tool zu verstehen, wie ich damit umgehe, aber Entwicklungen und dann wirklich machtige... Das
ist Modellierung auf der einen Seite, aber auf der anderen Seite ist auch das Thema Datenvorbereitung.
Die mussen ja schon so vorbereitet sein, dass das Modell dann passt und...

E1: Solution Expert/Process Consultant
(remote)

Date: 10. March 2020

Time: 10:00 - 11:05

Language: German

[00:04:50] Genau. Also Visualisierung im Allgemeinen, KPIs erzeugen, Sachen so darstellen, dass sie in
einen Bericht kommen und fur das Management als auch fur einen IT-Menschen dann entsprechend
aufbereitet werden, weil die Art der Darstellung beeinflusst ja schon, wie ich es verstehe oder wie ich es
aufnehme. Und auch bei so etwas wie Machine Learning, also die Ergebnisse, die ich im Bereich Machine
Learning darstelle, konnen ja so oder so interpretiert werden. Also alleine von der GUte eines Forecast-
Modells habe ich ja unterschiedliche Moglichkeiten, das zu quantifizieren beziehungsweise visualisieren.
Ein Data Scientist oder ein IT-Mensch maochte sich eher eine ROC Curve angucken, also eine spezielle Vi-
sualisierung einer Qualitat eines Forecast-Modells. Einen Manager interessiert vielleicht ein ROl oder eine
relative Abweichung oder wie viel da am Ende plus/minus rauskommt. Es gibt halt unterschiedliche Arten
und Weisen, so ein Erzeugnis, was wir innerhalb unserer Projekte ja generieren darzustellen. Deswegen
finde ich es wichtig zu wissen: Welche Moglichkeiten der Darstellung habe ich und wie mache ich das? [...]
Wir haben natdrlich auch bei uns Experten, die im Bereich Machine Learning, einfach was Deep Learning
beziehungsweise einige sehr spezialisierte Bereiche des Themas Machine Learning angeht, auch weiter
oder spezialisierter sind als ich. Das sehe ich als Vorteil an im Sinne von, ich habe die Rolle eines Konzep-
tionisten, eines Generalisten, und es gibt bei uns Personen im Team, die, wenn es nachher zur Implemen-
tierung kommt beziehungsweise zur spezifischen Verbesserung des Forecast-Modells, dann noch mal die
zusatzlichen 20% rausholen konnen beziehungsweise dann entsprechende Moglichkeiten noch aufwerfen,
und wir so dann noch weiterkommen. Also es geht mir nicht darum, in einer Person die 100% Kompetenz
in den jeweiligen Bereichen zu bundeln, sondern das schon sozusagen kollaborativ im Team zu machen,
dass es einen starken Spezialisten im Bereich Machine Learning gibt, einen starken Spezialisten vielleicht
auch bezogen auf eine Technologie im Bereich Reporting und dann aber auch Generalisten zu haben, die
mit dem Kunden kommunizieren, die das Gesamtbild sehen, die zielorientiert arbeiten beziehungsweise
das Projekt als solches oder das Projektvorgehen dann auch entwerfen und das den Implementierern so-
zusagen mitgeben beziehungsweise das dann auch Uberwachen. Genau. Und in der Rolle, letzteres, sehe
ich mich dann auch entsprechend.

[00:17:56] Dass wir sozusagen als Enabler dienen flr Unternehmen, diesen Teil der Digitalisierung, Ma-
chine Learning ins Unternehmen zu bringen und das ganze nachhaltig mit dem Fachbereich. Und zwar
wollen wir oder unsere Herangehensweise ist nicht, dass wir sagen, ,Gebt uns Daten, wir liefern euch
Ergebnisse”, sondern dass wir Uberhaupt keinen Black-Box-Ansatz fahren. Also jedes Projekt, was wir

bis jetzt machen beziehungsweise gemacht haben, machen wir so, dass wir sozusagen am Anfang des
Projektes -- und das war auch bei Siemens zum Beispiel der Fall in Karlsruhe, dass wir uns mit dem Fach-
bereich zusammengesetzt haben und das Thema Predictive Analytics beziehungsweise Machine Learning
erst mal erlautert haben und im Vorhinein auch schon mal Daten gefordert haben, dass wir fur diesen
Workshoptermin, den einen Tagestermin, schon mal ein Szenario aufbauen konnten, wo Machine Learning
auf die eigenen Daten angewendet werden konnte, angewendet wurde, damit die Kollegen sozusagen
einen praktischen Eindruck bekommen, wie lauft das Ganze ab, was steckt dahinter, und auch in einem
gewohnten Umfeld das Ganze erleben. Das ist sozusagen der Aufgalopp, dass wir beim ersten Schritt
schon den Fachbereich mit reinholen, das Thema erlautern, sehr viel Transparenz mit reinbringen und
diesen theoretischen Part dann auch mit einem praktischen Part verbinden im Umfeld beziehungsweise
mit den eigenen Daten, dass da schon mal sozusagen Vertrauen geschaffen wird. Der nachste Schritt ist
dann, dass wir coachen, das heifit, wir haben immer so ein Initialprojekt, so ein Minimum Viable Product,
was dann daraus entsteht, wenn man jetzt hier dieses Buzzword benutzen mochte, oder einen Proof of
Concept. So was starten wir dann halt mit dem Fachbereich zusammen. Das heifit, wir waren dann vor Ort
bei Siemens, haben uns einen Datentopf beziehungsweise einen Teil des Ganzen sozusagen rausgesucht
und schauen. Die Machine-Learning-Algorithmen, die wir darauf anwenden, beziehungsweise die Daten-
aufbereitung, die wir machen, die fGhrt zu dem Erfolg, den wir uns am Anfang gesetzt haben. Und das



machen wir dann auch mit dem Fachbereich zusammen. Das heifit, die gucken uns Uber die Schulter. Also
wir installieren bei denen auch die entsprechenden Tools, mit denen wir arbeiten, und geben dann gegebe-
nenfalls auch schon Teilarbeitsschritte in diesem PoC an den Kunden ab, damit er einfach involviert wird.
Und wenn das PoC-Projekt dann abgeschlossen ist, geht es halt darum: Mochten wir das produktiv setzen
oder nicht? Haben wir die Erfolgskriterien erreicht oder nicht? Und wenn der Fall vorhanden ist, dass

wir Erfolgskriterien erreicht haben, dann wirden wir halt auch zusammen die Produktivsetzung planen.
Und bei der Produktivsetzung arbeiten wir dann wieder genauso wie im PoC, das heifit zusammen. Wir
machen... Parallel haben wir sozusagen einen Strang Projektarbeit und den anderen Strang Coaching.
Und das generelle Ziel ist, den Fachbereich dazu zu bringen, dass er erstens versteht von Anfang an,
zweitens mitarbeitet und dass der nachher aber auch selber bedienen kann beziehungsweise selbst
implementieren kann und selbst warten kann. Und so war das jetzt auch bei Siemens in Karlsruhe, dass
wir genau die Schritte gegangen sind, beim initialen Workshop mit dem Kunden zusammenzuarbeiten,
beim PoC mit dem Kunden zusammenzuarbeiten, bei der Produktivsetzung und immer parallel Projekt-
arbeit vor Ort mit dem Kunden zusammen und Coaching vor Ort mit dem Kunden zusammen zu machen.
Das heif3t, Coaching im Sinne von: Wir lehren: Was ist Predicitive Analytics? Wie mache ich Datenaufbe-
reitung beziehungsweise Feature Engineering? Wie gehe ich allgemein mit den Daten um? Wie wende ich
Algorithmen an? Was bedeutet Automatisierung eines Prozesses? Wie programmiere ich entsprechend,
dass am Anfang des Monats Analysen ausgefuhrt werden, dass die auf bestimmte Daten zugreifen, dass
das Ergebnis irgendwo abgelegt wird, dass ich ein selbstlernendes System implementiere? So was gehen
wir in spezifischen Schulungen durch, sodass wir am Ende sozusagen ein fertiges System, ein produktives
System da stehen haben, was wir implementiert haben schon in Zusammenarbeit mit dem Fachbereich,
aber wo wir sozusagen die Schirmherrschaft hatten, zu konzeptionieren, das Vorgehen festzulegen und
die Verantwortung fur die Plattform am Ende zu haben, aber trotzdem den Fachbereich jetzt involviert ha-
ben, dass er permanent halt sieht, wie entwickelt sich die Plattform, und wenn sie dann am Ende da steht,
schon nachvollziehen zu konnen: Wie ist sie entstanden? Wie bediene ich sie beziehungsweise wie warte
ich sie, damit sie zumindest gut funktioniert? Das ist sozusagen die Vision beziehungsweise die Strategie
von Firma x, den Fachbereich mitzunehmen beziehungsweise den Fachbereich dahingehend zu trainieren,
dass er das Ganze versteht und selbststandig betreiben kann. Genau.

[00:35:14] Deswegen auf die Frage hin wegen Human-Centred Design: Alles oder unsere ganze Projektvor-
gehensweise richtet sich schon danach, nach dem Fachbereich. Das heif3t: Welche Qualifikationen hat er?
Mdchte er mitarbeiten? Wie stellen die sich den Prozess vor? Uber so was diskutieren wir da immer. Und
wenn der Fachbereich nicht programmieren kann, mussen wir halt schauen, dass wir ein Tool mitrein-
bringen, was wir beibringen, was so visuell einen Datenfluss beziehungsweise einen Analyse-Workflow
implementiert. Oder es sind halt IT-Leute da, die dann auch entsprechend programmieren konnen. Oder
die Abteilung hat gar keinen Bock, etwas zu implementieren, sondern mochte nur anwenden. Das heifit,
sie mochten schon eine standardisierte Losung da herbekommen, wo es dann eher in den Bereich Auto-
mated Al geht, halt nur noch anzuwenden und Daten abzulegen und dann auf ein Ergebnis zu schauen.
Uber so was miissen wir da halt dann sprechen und fassen das Ganze dann zusammen fiir die Zielset-
zung des Projektes beziehungsweise komprimiert das Ganze: Wie ist die aktuelle Situation? Mit entspre-
chender Notwendigkeit, Dimensionen der Zielerreichung, Vorschlage zur Behebung und der Umsetzung.
Beziehungsweise: Wie soll das Ergebnis aussehen? Und das gucken wir uns dann oder das ist sozusagen
unsere Marschrichtung fur... Das ist sozusagen unser Aufhangepunkt wahrend des Projektes, immer
gegenuber tracken, ob wir das dann erreicht haben beziehungsweise wo wir lang hinwollen, was wir ein-
setzen, und gucken dann auch wieder am Ende des Projektes darauf. Zusatzlich gibt es halt beim, geht es
halt bei diesem initialen Workshop darum, das geschaftliche Problem in ein Data-Mining-Problem zu Uber-
setzen. Das heifit, wir machen erst mal eine fachliche Diskussion, wie du es eben gesehen hast, fachliche
Anforderungen und technische Anforderungen, fassen das ganze komprimiert zusammen und Ubersetzen
das Ganze dann in ein Data-Mining-Problem, das heifit, noch mal zusammenfassen, wo das Defizit der
aktuellen Planungssituation besteht. Was sind die KPIs der Teilnehmer beziehungsweise der Abteilung, an
denen Erfolg gemessen wird? Das heifit, das ist ja auch etwas, an dem wir uns messen wollen. Kann das
Ganze quantifiziert werden, dieser Erfolg? Ist es gegenuber einem manuellen Forecast nachher oder einer
Qualitatsgrenze von einer durchschnittlichen Abweichung von 5%? Welcher analytische Output wird er-
wartet der Treibermodelle beziehungsweise Muster oder nur Prognosen in Form von Klassifikationen oder
Regressionen? Welche Datenqguellen sind mit der Analyseentitat assoziierbar? Also die Analyseentitat ist
zum Beispiel ein Produkt oder eine Produktgruppe je nachdem, auf welcher Ebene ich nachher forecasten
mochte. Und was habe ich alles fur Daten im Unternehmen, das mit dieser Analyseentitat assoziierbar ist?
Das sind halt so Leitfragen fur uns, um dieses geschaftliche Problem dann in eine Vorgehensweise fur
unser Data-Mining-Projekt oder Machine-Learning-Projekt zu Ubersetzen.

[00:42:30] Genau. Also Fragestellungen, die uns nachher helfen, unser Machine-Learning-Projekt zu struk-
turieren, beziehungsweise auch dem Implementierer, also in der Rolle ,Ich implementiere das Projekt
nachher”, solche Sachen mitgeben zu konnen wie: Was ist die Analyseentitat? Was ist eine Zielvariable?
Wie weit soll prognostiziert werden? Was fur Daten sind mit der Entitat assoziierbar? Wo bekomme ich

die Daten her? Wie kann ich richtig aufbereiten, dass ich da keinen Fehler mache? Das heifit, das ist ja
eine technische Kommunikation, die ich dann, ich sozusagen als Vermittler, als Projektleiter, mit meinem
Implementierer fUhre. Dazu muss ich dann halt fahig sein. Das heif3t, wir haben einmal den Fachbereich,
mit dem unterhalte ich mich, um das Geschaftsverstandnis aufzubauen, um das Problem zu erfasse be-
ziehungsweise das Ziel, und ich bin dann derjenige, der das Ganze in ein Data-Mining-Problem Ubersetzt,
die Kommunikation vorbereitet zu dem Implementierer.

[00:47:43] Also die grofiten Herausforderungen bei Siemens waren, dass wir einfach die Mitarbeiter mo-
tivieren mussten, mitzuarbeiten beziehungsweise sich auch Zeit daftr zu nehmen. Das ist verstandlich,
dass man oder dass jeder Fachbereich jetzt nicht komplett freigestellt wird, sondern auch sein operatives
Geschaft hat, aber damit muss man immer kampfen -- und das hort sich jetzt auch ein bisschen Uber-
spitzt an -- kampfen nicht wirklich, aber Uberzeugen, dafir einzutreten beziehungsweise einzustehen auch
gegenuber seinem Vorgesetzten, mehr Zeit in das Thema zu investieren, weil es bezogen auf die Nachhal-
tigkeit besser ist. Ich verstehe, also wenn ich mir mehr Zeit fur das Thema nehme, verstehe ich das Thema
besser. Hintenraus, wenn das produktiv gesetzt wird, spare ich sowieso sehr viel operative Zeit ein. Des-
wegen ist es gut, dass ich mich jetzt schon damit beschaftige. Und ich brenne dann irgendwann fur das
Thema beziehungsweise stehe dahinter und Uberzeuge auch meine Chefs davon, dass es dann produktiv
gesetzt wird, weil das einen Mehrwert schafft. Dass der Mehrwert da ist, das haben sie gar nicht diskutiert
beziehungsweise das haben sie auch gesehen, aber zwischen verstehen und ,Ich treibe etwas selber” ist
halt noch ein Unterschied beziehungsweise eine Hirde. Also ich will nicht sagen, dass das was Besonde-
res beim Kunden Siemens ist, sondern dass wir das Problem allgemein haben, immer den Fachbereich
sozusagen dazu zu treiben, mehr mitzuarbeiten beziehungsweise sich dem Thema mehr zu widmen. Ge-
nau. Und wenn man das initial dann mal geschafft hat, dann fallt es einem auch peu a peu immer leichter,
weil, wenn man zum Beispiel mal so ein Coaching gemacht hat oder den Fachbereich in der Projektarbeit
tatsachlich involviert, dann leckt er sozusagen Blut und hat wirklich auch Spafi daran. Und diese Hurde
erst mal zu Uberwinden, dass mitgearbeitet wird, das ist, glaube ich, das grofite Problem oder die grofite
Herausforderung sozusagen.

[00:52:21] Was ich im Nachhinein noch zusatzlich andern wiirde, wir hatten zwei Meetings mit den Control-
lern zusammen [...], mit den Controllern hatte ich gerne noch direkteren Kontakt gehabt. Das versuchen
wir immer am Anfang zu forcieren. Wir hatten zwei Meetings, wie gesagt, wo wir uns mit denen zusam-
men getroffen hatten und einen aktuellen Stand gegeben haben beziehungsweise so unterschiedliche
Fragen gestellt haben, die unseren Prozess dann oder in dem Prozess einen Mehrwert gegeben haben.
Aber noch direkter mit denen zu sprechen beziehungsweise nicht eine Zwischenperson zu haben, das
kann man halt im Nachhinein noch besser machen beziehungsweise mehr forcieren, dass das so, dass ein
permanenter Austausch mit dem Controlling einfach Mehrwert bietet und nicht nur zwei Meetings statt-
finden beziehungsweise einfach die Moglichkeit haben oder die Kontrolle zu haben, mit dem Fachbereich
zu kommunizieren. Genau.

[00:54:25] Nee. Also das haben wir -- wir sind bei anderen Firmen auch im Einsatz. Das ist immer so, dass
ein wenig Angst gezeigt wird, die Kommunikation mit dem Controlling aufzubauen so, dass man das Risiko
minimieren mochte und eine Zwischenperson da dazwischensetzt, zwischen externen Beratern sozusagen
und dem konkreten Fachbereich oder denjenigen, die nachher damit arbeiten sollen. Aber wir wissen ja
alle, dass, wenn wir irgendwelche Zwischenpersonen haben, die vielleicht Fragen anders auffassen be-
ziehungsweise Sachverhalte anders auffassen und dann entsprechend runterkommunizieren, dass das
manchmal nicht zum richtigen Ziel fGhrt. Ja. Also einfach eine Person dazwischen zu haben, kostet mehr
Zeit beziehungsweise mehr Aufwand als eine direkte Kommunikation. Und deswegen bin ich ein Fan da-
von, direkt mit dem Fachbereich da zu sprechen beziehungsweise diese Rolle einzunehmen als Koordina-
tor zwischen Projektleitung, Fachbereich und dem externen Unternehmen, aber dann auch eine Person da
zu haben, die sich in der Domane beziehungsweise in solchen Projekten halt gut auskennt und die richti-
gen Fragen stellt beziehungsweise dann direkt kommuniziert, weil diejenigen, die nachher am Ende damit
umgehen sollen beziehungsweise deren Prozess ich umgestalte -- oder ich gestalte es nicht um, aber die
neue Disziplin oder die neue Technologie hat irgendeine Auswirkung auf den Fachbereich spater. Da finde
ich es noch wichtiger, mit denen direkt und permanent zu sprechen als mit der Projektleitung beziehungs-
weise den technischen Mitarbeitern, sage ich mal, die auch eine Rolle haben bei der Implementierung des
Systems. Genau. Also da kann ich nur dafur pladieren beziehungsweise bei jedem Projekt versuchen wir,
das halt zu forcieren. Und im Nachhinein betrachtet, beim Siemens-Projekt hatte man an der einen oder
anderen Stelle auf jeden Fall noch mal mehr Druck machen konnen, auch auf anderen Ebenen direkter mit
dem Fachbereich oder den Controllern zu sprechen.

[01:02:57] Ja, also ich sehe einfach in der Frequenz -- also in Bezug auf Software- oder Planungsprojekte
sehe ich einfach die Besonderheit, erstens die Zusammenarbeit mit dem Kunden, damit es von Erfolg ge-
kront ist, und dass, sage ich mal, eine permanente Kommunikation und auch die Entwicklungszyklen ein-
fach kidrzer sind. Weil wir merken, wenn wir jetzt tatsachlich im Machine-Learning-Bereich angekommen



sind im Projekt, dass wir relativ schnell Ergebnisse sehen und, wenn Ergebnisse noch nicht zufriedenstel-
lend sind, dass dann wieder, man unterhalt sich wieder mit dem Kunden beziehungsweise geht wieder in
den Bereich Geschaftsverstandnis und schaut: Hat man alles richtig aufbereitet? Hat man die Daten richtig
verwendet? Gibt es zusatzliche Daten? Konnt ihr nicht doch vielleicht euer Expertenwissen, was ihr auch
zusatzlich nutzt, mit in den Prozess mit reinbringen, um den Forecast zu verbessern? Das heifit, diese
Schleifen, die man dreht, sind, finde ich, haufiger als in DWH-Projekten beziehungsweise in Reporting-Pro-
jekten oder auch in anderen Projekten, einfach weil dieses klassische Wasserfallmodell, dass wir am An-
fang irgendwas definieren, festlegen und danach dann gearbeitet wird und am Ende irgendwas prasentiert
wird, das war also nahelegend noch nie der Fall. Also man hat zwar ein Gerist am Anfang, aber trotzdem
wird, weil diese Datengrundlage oder das Thema an sich schon eine gewisse Komplexitat hat, werden
Schleifen iterativ wiederholt, um das Bild, was man am Anfang hatte, zu scharfen beziehungsweise ab-
zuandern. So was passiert haufiger als bei anderen Projekten, finde ich. Ja. Und deswegen ist es einfach
wichtig, regelmafiig solche Termine einzustellen, dass man sich abstimmt, also mindestens wochentlich
so einen Status gibt, an welcher Stelle man ist, welche Probleme aufgetreten sind und ob man nicht noch
mal ein Meeting mit dem Fachbereich macht oder mit denjenigen, die das Branchenwissen haben, um eine
Anpassung zu machen. Genau.

P10: Management
(in person, BLN)

Date: 19. November 2019
Time: 14:05 - 14:55
Language: German

[00:11:23] Ein Thema war dieses Thema Predictive Demand Planning. Warum? Weil wir eigentlich nie ei-
nen Forecast bekommen haben so richtig, schon gar nicht auf Produktebene. Und das ist eigentlich immer
noch so. Wenn ich heute den Vertrieb frage: ,Sage mir doch mal: Wie viel Umsatz soll ich denn einplanen,
Kapazitat? Was glaubst du, wie viel du reinholst fir wie viel Umsatz?" Ich kriege eine AE-Zahl, aber die sa-
gen mir nicht, wann der AE zu liefern ist. Und mit P14 kam dann jemand rein, der sich mit diesem Thema
auseinandergesetzt hat, und dann haben wir also ein Predictive Demand Planning aufgebaut halt erst mal
fur das Thema SIPROTEC 5. Warum? Ganz einfach, weil wir ja da auch besser werden. Wir konnen - es hat
ja noch andere Auswirkungen. Wenn ich heute eine gewisse Forecast-Genauigkeit habe, weif3 ich, na klar,
welche Materialien ich bestellen muss, wie viel ich auf Lager haben muss, ich kann aber auch danach eine
Kapazitatsplanung machen. Das heifit: Muss ich ALGs reinholen? Muss ich nicht ALGs reinholen? Das hat
dann P14 da aufgebaut, zuerst mal nur fur unsere SIP 5, fur die Highrunner. Und das wird jetzt ausgerollt.
Das Problem, was immer noch bestand und noch besteht, ist, dass wir ein — ich nenne es mal hart - Ak-
zeptanzproblem haben bei gewissen Kreisen.

[00:42:37] Wenn Sie heute noch in andere Werke von Siemens gehen, finden Sie da Heerscharen - also
Heerscharen nicht, aber finden Sie, sage ich mal, eine zweistellige Anzahl von Leuten, die sich nur um
Arbeitsplane kiimmern, die die aufbauen, machen. In Karlsruhe machen sie, haben sie ein Tool entwickelt,
die automatisiert zu machen. Da arbeiten wir daran. Wir hatten anderthalb Leute flr das Thema Arbeits-
plane, weil jemand mal vor meiner Zeit, weit vor meiner Zeit entschieden hat, Arbeitsplane brauchen wir,
das kostet blof3 Geld. Darunter leiden wir jetzt, weil Sie in einem Simulationstool eben nicht das abbilden
konnen, weil wenn Sie funfmal den gleichen Arbeitsschritt drin haben, dann fragt er sich: ,Was macht der
jetzt da?” Weil unsere Arbeitsplane das nicht hergeben, ja, oder auch veraltet sind. Das ist auch so ein
Thema, wo man: Bullshit in, Bullshit out. Wenn ich die Daten nicht habe und die Daten nicht sauber sind
oder - um jetzt nochmals auf diese Prediction zu kommen - ich jahrelang die Leute trainiert habe: 22, 24,
26, 28. So wurde auch unsere Umsatzplanung gemacht.

P11: Developer

(in person, BLN)

Date: 19. November 2019
Time: 15:00 - 15:25
Language: German

[00:02:12] Dann bin ich letzten September nach meinem Studium nun quasi als Vollzeitkraft angefangen
und ich war auch wahrend meiner Werkstudentenzeit mit P14 zusammen in dem Predictive Demand Plan-
ning tatig. Das heifit, ich habe auch tatsachlich den Code mitgeschrieben und auch an Verfahren mitge-
arbeitet. Und daraus hat sich dann irgendwann mal ergeben, dass ich die Rolle des Planers ubernommen
habe, die P14 friher hatte. Dementsprechend war es fur mich eher quasi andersrum. Ich musste mich
nicht von dem Prozess Uberzeugen, sondern ich habe es quasi, eher vom Tool aus schon verstanden, wie

quasi unsere Prozesse gegebenenfalls angepasst werden sollten, weil das Tool teilweise schon gewisse
alteingesessene Prozesse so ein bisschen verandert hat.

[00:07:34] Zum einen in unserem kleinen Team hatten wir das Problem mit dem Change Management und
Akzeptanz eher nicht. Fruher war Planungsprozess ein bisschen anders aufgestellt. Das heifit, wir haben
auch die sogenannten Product Owner. Das sind so die Produktmanager, die fur gewisse Produktgruppen
zustandig sind oder flr mehrere Produktgruppen zustandig sind. Und friher war die Planung eher so,
dass der jeweilige PLM dadurch, dass er dann die Informationen uber der Markt hatte, und manchmal
auch mit den Kunden tatsachlich in direkten Gesprachen ist, die Planung vorgegeben hat. Und der Planer
aus dem Werk hatte sich eher erst gemeldet, wenn irgendwas drastisch nicht gepasst hat. Und mit dem
PDP haben wir naturlich auch ein Tool, welches eine Prognose in einer bis zwei Minuten rausbringt und
die PLM’s, wenn man sich vorstellt, man hat PLM'’s die setzen sich teilweise hin, versuchen sich da irgend-
was zusammen zu rechnen, das entsprechend noch herunterzubrechen auf das Monats-Ebene. Das war
ein sehr langwieriger Prozess mit sehr vielem manuellen Aufwand. Nichtsdestotrotz hatten wir mit dem
PDP Tool naturlich auch von der Seite etwas Skepsis bekommen, denn der PLM der das jahrelang ge-
macht hat und naturlich auch weif3, wie viel Kraft es ihn oder Kenntnisse es ihn gekostet hat, nicht sofort
daran geglaubt hat, dass irgendein Tool jetzt in zwei Minuten irgendwie bessere Ergebnisse ausliefern
kann als er, ohne dass seine Expertise mit einfliefit. Das war ein Thema. Nichtsdestotrotz hatten wir

dann irgendwann mal gesagt, dass wir quasi die Teile, die Produktgruppen so ein bisschen aufteilen. Die
Produktgruppen, die quasi mit dem Tool auch eine gewisse Accuracy erreicht haben, die lassen wir auch
so, und wenn wir dann langerfristig sehen, es gibt Schwankungen pro Anlauf, Auslauf, Planung, solche
Themen, da sind wir nach wie vor im direkten Kontakt mit den PLM's und beraten uns, inwiefern das, was
das Tool aussagt, tatsachlich auch in der Realitat zu erwarten ware.

[00:09:54] ...zum Beispiel die Falle, wenn wir ein ganz neues Produkt bekommen, dann kann keine Zeitrei-
he, kein neuronales Netz irgendwas ausrechnen, weil keine Historie vorhanden ist. Und da fangen wir tat-
sachlich an, einem mit einer Annahme von PLM. Danach konnen wir auch noch mal gucken, inwiefern also
in den ersten Monaten gucken wir ein bisschen verstarkt drauf, inwiefern diese Annahme tatsachlich dann
eintrifft und ab einem gewissen Moment konnen wir dann auch noch mal PDP dazu schalten. Oder wenn
wir auch die Information bekommen, dass die gewisse neue Produktgruppe dann entsprechend die und
die und die Produktgruppen ersetzen sollte oder teilweise ersetzen sollte, dann versuchen wir da zum
Beispiel an unserem Regressions Modell, was auch drin ist, ein bisschen das anzupassen. Aber gerade in
solchen Fallen neue Produkte oder Auslaufer ist der Input von PLM immer noch interessant. Und naturlich
auch Grof3projekte.

[00:21:16] Wir hatten auch 6fters mal Erfahrungsaustausch mit den anderen Business Units und da kam
es auch immer wieder mal dazu, dass wir ein Prototyping angeboten hatten von unserem Tool. Und gera-
de da sind wir auch teilweise auf solche Themen gestofien. Das aus unserer Sicht zum Beispiel Planungs-
prozess in erster Linie etwas angepasst werden sollte. Oder dass gewisse Sachen... oder dass gewisses
Feedback, was danach kam, schwer umzusetzen war, weil gerade aus unserer Sicht das Prozess von
Anfang an nicht komplett optimal aufgestellt worden ist.

P12: Planner Procurement
(in person, BLN)

Date: 19. November 2019

Time: 15:30 - 16:00

Language: German

[00:11:03] Genau das ist dann immer nur schwer zu beurteilen, weil sind da jetzt weniger Stiickzahlen
kommen, weil auf einmal die Nachfrage eingebrochen ist oder weil der Forecast da zu unterdimensioniert
hat. Aber man braucht naturlich immer eine gewisses Grundvertrauen in den Algorithmus. Ich glaube, das
ist schon so. Traut man dem Ganzen also vom Grund her, oder ist man dem eher skeptisch gegentber?
Ich traue dem eher, weil ich die Personen dahinter kennen, die es entwickelt haben und auch wahr-
scheinlich auch mit der Zeit, wie lange man es schon nutzt. Dass da die Akzeptanz am Anfang vielleicht
noch geringer ist, als wenn man jetzt sagt: Okay, das lauft hier seit 2, 3 Jahren und wir haben die und die
Genauigkeiten bestatigt schwarz auf weif3. Das hilft immer. Also wenn ich jetzt ein Projekt selber machen
wurde, dann hatte man, musste man sich auch die Lernzeit selber auch nehmen, bevor man das jetzt aus-
rollt, bevor man da jetzt das ganze kommuniziert.

[00:29:49] Absolut. Also das ist auch jetzt so... mein Ziel ist auch, dass das erst mal mit meinen Daten, wo
ich mich noch ein bisschen besser auskenne, das auch mal zu sehen, wie da dieser Transfer so ist. Abso-
lut. Das ist die Hoffnung, dass ich da was mitnehmen kann fur mich.



P13: Team Lead/Project Manager
(remote)

Date: 02. December 2019

Time: 14:30 - 15:00

Language: German

[00:03:30] Ich hatte eine Stelle, die ich ausgeschrieben habe und habe mir dann, ich sag mal sehr spezi-
fisches Know how reingeholt, weil ich halt jemanden haben wollte, der sehr stark aus der analytischen,
mathematischen und statistischen Schiene kommt. Und hab mir dann die Person quasi reingeholt. [...] Und
ja und dann haben wir angefangen mit der ersten Produktgruppe, die zu predicten. Das war dann Ende
Januar 2017.

[00:07:14] Wir waren eigentlich immer schlecht. Wir lagen irgendwie bei 50, 55%, Forecast Genauigkeit.
Unsere Bestande waren, sind immer gestiegen, gestiegen, gestiegen wie das Material z.B.. Die Bestan-

de wuchsen an und wir hatten immer das Falsche da, was so ein bisschen das Schlimmste ist, was du
kannst in der Logistik Planungs Perspektive. Und daraufhin haben wir dann, habe ich dann quasi auch mit
verandertem Personal, hatte ich dann wieder die Kapazitaten, um das Ganze dann wirklich mal, ich sage
jetzt mal statistisch fundiert und auf der Basis von Zahlen anzugehen. Und dann haben P14 und ich ent-
sprechend, ich sag mal die erste Produktgruppe predicted haben uns das angeguckt und dann wurde das
relativ schnell agil, dass das mehr und mehr wurden. So haben wir halt damit angefangen, vor fast drei
Jahren.

[00:14:12] Wir wussten, dass wir besser sind. Wir haben es dann im Schatten mitlaufen lassen und haben
dann nur noch das, was uns der Product Owner gesagt hat, zur Kenntnis genommen, wirde ich jetzt mal

ganz fies sagen. Fur's Budget wurde es beriucksichtigt, fur das Thema Materialplanung nicht mehr.

[00:26:23] Wir sind ja die User. Wir sind die User und Designer, wenn du so willst.

P14: Planner/Data Scientist
(remote)

Date: 04. December 2019

Time: 15:00 - 15:20 and 16:05 - 16:40
Language: German

[00:07:04] Und es ist aber unglaublich schwierig, da jemanden zu finden, der auch eine Affinitdt dann auch
zum Coden hat und trotzdem auch das Business auch versteht.

[00:08:49] Und das ist auch genau das, was fehlt, quasi so eine Schnittstelle zu einem anderen Business
zu finden. Einerseits ein Change Manager, der sich auch mit den Prozessen beschaftigt, mit den Leuten,
die da arbeiten, wie man die Ergebnisse aus so einem Tool Uberhaupt verstehen kann. Plus jemanden,
der dann auch die Technologie in einer anderen Einheit, ich sage mal einfach, zum Laufen bringt. Also ist
die Cloud fur eine SILP die richtige Losung oder sollten sie es Uber eine Datenbank machen? Sollten sie
es lokal Uber Excel machen? Wie gucken sie sich die Ergebnisse an? Welche KPIs sind wichtig fur das
Business? Das sind alles Fragen, die muss man prozessual beantworten und die sind losgelost jetzt von
dem Planungsmodell, was sicher toll ist, aber die kommen da gleichzeitig mit auf. Und das fehlt meiner
Meinung nach noch.

[00:04:37] Ja, technologisch ist es eigentlich schwierig. Das miissen vielleicht auch andere beurteilen. Mit
der Losung an sich bin ich zufrieden. Auch, dass die jetzt auf der Cloud lauft. Nicht alles funktioniert beim
ersten Mal, ja, aber da ist jetzt was lauffahiges da und die Logik, die da implementiert wird, die ist schon
echt gut. Vielleicht, was Lessons Learned sind, - das geht aber schon echt ins Detail - es gibt so falsche
und echte Nullen, da konnte man sich echt daran verschlucken. Das war so ein Datenthema, da safi ich
auch ein paar Tage dran, bis ich das dann gelost habe. Aber, gut, das lernt man eben auch dabei.

E2: Al Consultant/Sr.Data Scientist
(in person, MUC)

Date: 24. October 2019

Time: 11:00 - 12:00

Language: English

[00:05:50] Exactly. (both laughing) So this Al consultant role is in between the data scientist and data
strategist.

[00:07:35] I mean, there's this problem of pilot status that large corporates think: Right, we need to get in
data science and Al, MVP is a fairly low risk way of doing it. But then you just get activities that don't add
up to anything. And the initial enthusiasm goes away and executives are saying: Okay, that's it?

[00:08:06] I mean, | think, it's an absolutely, it's a big problem. But | think there's kind of two ways to come
at it. One side is the kind of the culture of the technical work and how that... you know, what you're trying
to achieve in a proof of concept is not what's required for a production like system. So there's a technical
question there. But then there’s also this kind of what McKinsey called the data, translator role. And their
job is really to understand what's the business problem and to be able to translate that to the technical
people. And so it's this kind of go between where you can say: Okay, yeah, | understand what the methods
are capable of, and the technologies, but equally, | know that actually, these are the whatever, these are
the processes and these are the personalities, and these are the politics going on. And so yeah, that's a
simple POC and we can do it, but it might not get traction beyond that PoC for reasons x, y and z. So this
kind of translator role comes out a bit more from the, from the business side.

[00:10:21] So I think, | mean if we're talking technical expertise, there's always the split in the Al world
between like machine learning, and statistics. And my expertise is much more one the statistics side,

so | can do the basic machine learning stuff. But my interest in backwards which ones statistics, so it's
thinking about the processes that are actually generating the data, making predictions, yes, but caring
how those predictions were made. So in other words, being able to make inferences of the models that
are predicting them. Not just making the prediction. And | can give you an example, actually from a current
case I'm working on right now. So we're looking at basically predicting a fraud event. And you have a lot of,
if you take all the people, for example, that might have this event, most of them don’t have it. So you have
a whole bunch of zeros. And then you have a bunch of discrete counts of events that happen if this sort of
threshold is met, and some one does commit this type of fraud. And so if you think about it as a machine
learning problem, that maybe you've got a labeled data set, nicely, this is fraud, this is not fraud, you get
some features and a black box and you get your predictions out. But it's not telling you really what's going
on under the hood and why these features are leading to that prediction, and there's the explainable Al
thing that's sort of a different discussion. In this case, you know, what we're really interested in is under-
standing those parameters. So like, what is the probability that someone commits this fraud? And then
once they have committed it, how large is it? And so for that actually statistical models are really useful,
because you want to be able to draw an inference. But what it means in a change of probability or what
factors are contributing to that probability.

[00:15:21] Yeah. So | mean, we would do stakeholder interviews and try and get an understanding of, if
they had competing use cases, what would be their criteria? What would be their motivation for testing the
different ones. | think. If you think about sort of design skills, one of the important ones would be this sort
of empathy piece. So the organization was undergoing a lot of change. So introducing technical changes,
technical improvements, efficiency improvements through technology, we're very quickly interpreted as
I'm going to lose my job if this works. And so then it's a a thing about: Okay, so what is the value that you
add in this process? How does this technology fit into the overall test development process? Something
like that. So that, you know, maybe the first round is an assistive technology, you're not pitching it as a
replacement, but you're saying: Well look, you're really overworked and this particular company has had
actually run this in the past for a regulators, and the regulators have said: We want to go and do an audit
and understand how this test was developed. And they just didn't have the documentation to support the
audit. So say: Right, you know, okay, we improve this process with the assistance of technology. When the
auditor comes back next time, you're going to have everything lined up, ready to go and that way, they're
much more supportive.

[00:20:51] So, as | say, people that come from the technical side, have a sort of standard data science
workflow. You think you kind of know what the use cases, and you've got some data. And so away you go.

[00:23:37] But you know, you're basically trying to understand, kind of define the problem, | think empathy
is in it, empathy, define, ideate, prototype, test, that sort of cycle. So the, the empathy and the define that
those we will involve technical people in those processes, but that will be led by the strategists typical-



ly, the ideate again, we do that almost always with workshops with the clients. And it's very rare, in my
experience it's pretty rare that at that stage we would actually have any sort of technical solution to show
it will just be whiteboards.

[00:30:55] Exactly. The KPI's of the sales people. And so if the KPI's that... you've got a model that now
you put the KPI in and you get a prediction out. But if the KPI going in is like a six sigma outlier, you know
that historically, it's always been one plus or minus point five. And all of a sudden now it's five, the value
going in, you know, do you have something in place that flags up: Oh wait a minute, this was not within
the range of historic data at all, when we made the prediction. So there's that kind of thing of understand-
ing, technically, how is your model working? And what was the range of inputs that it saw when it made
these predictions? But as | said, there's the white elephant thing of: Okay, we've got these factors that are
quantitatively in the model, but what are the qualitative features that we think might be relevant to this
problem? That we may be identified but weren't able to quantify and therefore couldn't model, or maybe,
you know, we couldn't think of a way to quantify it, but we think it's still relevant.

[00:32:37] | had some colleagues in a previous role and they were doing similar things. They're doing
logistics and sort of stock management problems and material planning. And they had always used these
two different models for sort of stock planning. And | forget the names of them. But basically it's the fun-
damental philosophy for how you manage your stock. And they were sort of looking at the problem. And
they suggested totally changing it. And they said: You know, you've used this approach for years. But you
know, we really think this one is better and look quantitatively, it'll give you this savings. And so there was
kind of an agreement that: Yes, we should move to that new approach. But culturally wasn't there. So the
prediction as a prediction was being made, but then the stock managers are saying: Okay, yeah, times two.
Because you know, that's more familiar to them, based on what they've done previously.

[00:33:58] | mean, | think one thing that’s really worth mentioning, as well, which is kind of related to that
use cases robustness, right? So you've got a model that makes a prediction, and you feed it blindly into
your process. And it's wrong by whatever. And it's one above. And it should be, you know, one below is a
total disaster, but one below is totally fine, that sort of situation. So if the overall process is that vulnera-
ble, then you need to be quite careful.

[00:42:28] Which is, | think, is absolutely the thing with KPI's that, you as the technologist, you need to
measure stuff. And even better, you need to optimize stuff. And so you press someone for a number and
they say for example: Okay, yeah, | don't know, like, widgets per person per hour, great. Anywhere you go,
and then you realize that maximizing widgets per person per hour creates all sorts of problems in addition
to the thing about like, people might cheat for widgets per person per hour to look better. So | think, you
know, that's, that's actually a really good example of this sort of thing that you're trying to link these two
sides, there's always going to be something that is unable to be quantified and you need to be sensitive to
that.

[00:45:24] So | think, you know, having a designer and a data scientist working together with a designer
says: Okay, data scientist, you've come up with this, and you've got your coefficients and standard errors,
and you want to plot them as box and whisker plots. No one's gonna understand what that means, you
know, what if we did it this way? Would that still capture the technical essence, but in a way that's more
accessible?

E3: Sr. Data Scientist
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[00:14:44] Und der Kollege x, der vor allem die Transitionen zwischen PoC zur Skalierung fokussieren
soll, weil das eine der digitalen Sollbruchstellen ist: Wie macht man eine Pre Acceleration, also wie kommt
man von einer Orientierung zu einer Acceleration? Und wie schafft man es, die nachsten Schritte einfa-
deln? So gesehen.

[00:28:11] Ja. Also das eine ist ja "Das kann es und das nicht” und: Was heifit Training? Was heif3t eine Trai-
ningsplattform? Sozusagen so ein bisschen einen kurzen, zwei Level hinter die Grundkonzepte schauen:
Was funktioniert und warum funktioniert es nicht? Das ist elementar. Und auch wenn die meisten sagen,
“Nee, du brauchst mir jetzt nicht eine Stunde lang erzahlen, was Kl kann und was nicht”, wir machen es
trotzdem, weil wir gelernt haben, die Erwartung an eine bestimmte Technologie ist manchmal sehr divers.

Und obwohl Leute vielleicht sagen, sie wissen genau, was eine Technologie kann oder nicht, ist es trotz-
dem sehr nahrend und wir machen es einfach in einem Kurzsprint und wiederholen dort die grundlegen-
den Sachen kurz: Was heifit uberwachtes Lernen? Was heifit datengetrieben? Was sind die Probleme in
Komplexitat? Was heif3t Feature Engineering? Was heifit Netzlernen? Was heif3t untberwachtes Lernen?
Was heif3t Reinforcement Learning? Solche Grundkonzepte werden dann in einer Stunde einfach noch mal
kurz durchterpediert und dann im gegebenen Kontext, wo er ist, seine Technologien rein. Bei HR sind das
Aspekte, da habe ich gesagt: “Na ja, ihr beschaftigt euch mit HR, also lasst uns mal anschauen: Wie funk-
tioniert bei LinkedIn das Ranking? Wie funktioniert bei LinkedIn die InMail Success Rates? Was ist daran
Machine Learning?” Solche Aspekte greifen wir dann aus dem Kontext raus und das versuchen wir so.

[00:48:50] Na ja, okay. Also wir haben die zwei, also zweierlei zu unserer Idee. Wir haben die Industriali-
sierung, also Effizienzsteigerung, Produktivitatssteigerung, und du hast die Consumer, B2C-Bereich, das
auf Predictive Behaviour, Attention und vielleicht so ein bisschen auch Manipulation geht. Wir nennen das
Personalisierung so. Bis dato haben wir...

[00:49:15] (Lacht) Das hast du jetzt aber sehr diplomatisch ausgedrickt. (Lacht)

[00:49:20] Das heifit, du hast, an sich erst mal kann man jetzt nattrlich sagen: “Na ja, die Industrial Al
fokussiert sich eher auf die Industrialisierung, das heifit Effizienzsteigerung, Produktivitatssteigerung,
Efficiency Gains. Und wir sind nicht, keine Ad Company. Wir sind nicht die Big Tech Companies, soziale
Netzwerke, Ad Business - centric, Interaktions-Prediction und -Manipulation. Genau. Das Spiel wird derzeit
gespielt, aber ich sehe, dass, um Fortschritt zu erlangen, wir die Welt des Predictive-Behaviours-Aspekts
in die Industrialisierung reinziehen mussen. Wir missen wissen, wie Leute ihre Systeme verwenden. Wir
mussen wissen, welche Energielasten auf Netzen sind. Wir mussen wissen, wie ein Automative - welche
Pains und Gains sie haben. Und wir mussen das relativ nah an Sensoring wissen. Wir mussen wissen,

wo Autos fahren und wie sie Autos fahren. Ja, das heifit, diese zwei Welten, die wir an sich erst mal gerne
trennen wurden, weil wir sagen, wir wollen nicht in das auch durchaus fragwurdige Anwendungsverhalten
Transparent Work, was wir nennen sozusagen Profilbildung, Uberwachung, dass wir das in der Industriali-
sierung nicht haben. Wir haben es. Wir mussen sie haben. Wir missen naher an den Kunden ran. Perso-
nalisierung ist per se jetzt kein schlechtes Wort, sondern einfach, wir mussen naher ran. Und das wird
momentan noch sehr getrennt.

E4: Sr. User Researcher/ML Designer
(remote)

Date: 24. October 2019

Time: 18:00 - 18:45

Language: English

[00:04:52] But while | was there, | was like, | can't be the only one that's interested in studying this. | can't
be the only one interested in practicing this. And | found a bunch of other folks kind of interested in not
only just like machine learning, but like policy applications, all the stuff, too. At the beginning It was a

very small community of skilled ML designers. So | decided, you know, I'm just going to start maybe a 30
person monthly pizza party kind of thing and start really small. | think our third event at Autodesk, we had
like 200 people show up and we're like, Oh no, this is too many people interested in this feature. So we've
been really fortunate. So we started it about two years ago and it's all volunteer sponsored. So venues
sponsor or volunteer their space and sponsor food and speakers and all that stuff too. But we've really
had no sort of speakers or anything either, which has been awesome. So yeah, so originally founded to like
just because | was interested in the field. But it's very clear and apparent that like a lot of other folks are
interested in doing really cool stuff in this space too.

[00:06:47] Yeah. So what we're trying to do is create a collaborative space for anyone interested in machine
learning, Al data science as well as like UX design research, anyone really in between to come together,
share those best practices, create a community around this too, because we really don't have it's always
like this is a new and emerging technology and we're really excited about the future of that. So really

just by hosting regular events where we all get to meet each other, meet the actual faces behind the cool
products that are coming out is really important. We're very lucky that in the Bay Area there's a lot of that,
although | know up in Seattle there's a lot of that too. So really our goal is to just host a space for folks

to come together and for us to learn from each other, really learning from those best practices with our
speakers and all that stuff too.
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[00:07:48] When | first got started and | would tell people like, Oh, I'm interested in ML and UX, people
would kind of like look at me like if you're interested in both, you must not be able to do either very well.
Like | don't those are two separate job categories, HCD/UX professionals and data scientists work in
different departments. Like all this stuff which now sounds like silly to say because we see a rise in these
types of jobs and everything too. So yeah, just in the two years that we've like founded it, we've seen a
huge rise in like jobs, as | mentioned. Business understood that we can contribute to the lack of human fo-
cus and luckily, some companies already understood the demand for Human-Centered-Al. They are hiring
for this kind of combined skills. But what | actually mean by jobs is like the role of like machine learning
prototype is something that's really interesting to me. So like this idea that how do you make a low fidelity
machine learning model to just run research on that? So IDEQ has a data science practice that's kind of
around this right now, too. We've also seen the role of like UX designer focus on bridging the disciplines
of design and ML/AI practices, which is super exciting to see a lot more of like more systems style design
too. So like, what does it mean to make a modular style system that is something that can work really well
with machine learning. So like what does it mean to have everything kind of be powered by almost like
confidence intervals, like, oh, how, how confident are you in this type of content? And it's modular, so it can
easily change shape and everything too, as well as allow for feedback for these systems and everything.
So that's why systems designers are kind of interesting because it's like, well, how do we make sure the
system from the beginning allows and invites feedback because machine learning is probabilistic, so it
won't always work as you'd expect. So like treat that is like a graceful failure and be like cool. Like how
could we improve for the future and make it very clear to your end user, like the value of giving feedback
to the system, not just for like you know them immediately but also like long term, like how can this help
them get better content that they want, all that stuff too.

[00:10:05] Yeah. Yeah, for sure. And like the other thing that's been really interesting too is that, you know,
it can sometimes feel like it. At first it felt like a lot of chat bots and Al systems, but actually the more that,
you know, we continue and showcase some really great examples, it's very clear that like ML and UX is
so much more than just chat bots in like Alexas and whatever it, it really is. Like a lot of the experiences
that we have are algorithmically driven. So like how do we make sure that that like is apparent to the end
user? Like where that data is coming from and it doesn't feel like Al is just something that happens to
them, but they actually have control of the system. And it's been really cool because like the audience is
pretty much evenly split between machine learning analysts, data science folks and UX practitioners. So
it's nice to kind of like keep that consistent over the years and everything too, and also showcase those
voices and the speakers that we invite to speak.

[00:11:14] Oh yeah. | mean, so many. So | feel like | mentioned, because machine learning is probabilistic
and dynamic. Ah, in the UX field, if you're not familiar, we typically have design pattern style guides, red
lines that are very static and they don't really show kind of the dynamic nature of machine learning. So
like that's something that instead of like a problem, | think it's an exciting opportunity of like we have not
solved that at all. And like, what is that going to look like?

[00:15:54] Oh, my gosh. I'm so happy that you asked. Just a couple weeks ago, | finally took my reading list
that | have been keeping in a long running Google doc and like made it into a cleaned up medium article.
So | finally have like, like drill down into like, you know, what have | seen cool companies doing? Like, of
course Google is doing some really interesting stuff, like the people in Al guidebook. Microsoft's also doing
some really cool things, too. They have like their human centered Al interaction cards and misquoting
them, but like they have some really cool stuff. Spotify is doing some really cool things around. Like, Hey,
how you triangulate between like quantitative like data science research as well as qualitative, like what
happens when the quant and the call don't line up that kind of stuff. So there's like individual case studies
as well as like other resources and best practices and like those kinds of things that I've seen too. And you
can find those a bit like MLUX resources. It's just like a long running medium post, but yeah.

[00:17:31] So when we're developing like these materials for the students, we really are thinking about
like, hey, let's think about the future of these models and examples and everything a little bit different than
traditional UX classes where we already assume the students have had some design thinking so they un-
derstand how to problem solve with like the ‘Capital D' design thinking methodology. We also really value
interdisciplinary classes too. So our class is actually half technical and half non-technical. So like people
from Apple Computer Vision Interns or Google Brain interns or all those folks too, as well as like people
who are like have a medical degree and like our doctor or like getting their Ph.D. in education or law and
policy or agriculture, business, even architecture, those types of discipline. And we bring them together.
To kind of think through like, what would the future look like if we were to co-create the future of machine
learning and Al for all of these disciplines? So like this is not the class to take. If you want to be a data
scientist, like we're not going to teach you like nitty gritty, like how to code and be a data scientist, but it is
the class if you want to think about, hey, what would machine learning, | mean, for my discipline and how
can | apply it to a different field and think about how can | get people to actually use this rather than, you

know, how do | make the best model? | realized that design professionals lack the skills and deep knowl-
edge about Al/ML capabilities and this class is meant to solve that issue, too.
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[00:11:14] Ja, absolut. Und was das Thema GANs angeht, gibt es so viele interessante Kinstler wie Helena
Ceron, glaube ich, ist eine. Und Gene Kogan, der coole Sachen mit GANs macht. Ich weif3, dass ich immer
wieder von Leuten aus dem Designbereich angesprochen werde, die sagen, oh mein Gott, Kl wird uns die
Arbeit wegnehmen, weil sie sehen, was mit GANs passiert. Und ich denke mir, wie kann man das so sehen,
wenn man sagt, dass die Kl mir die Arbeit wegnehmen wird? Ich sehe eher, dass die KI mehr kreative
Designprobleme aufwirft, auf die ich nun meine Design Praxis auf coole, neue kreative Weise anwenden
muss. Vielen Designern ist nicht bewusst, dass KI/ML ein neuartiges Designmaterial ist. Ich denke, dass
Autodesk hier wirklich gute Arbeit leistet, indem sie GANs fur neue generatives Design einsetzen. Im Grun-
de generieren sie Tausende von neuen Modellen, aber ein Designer muss sich immer noch fragen: Okay,
aber welche davon sind fur die Menschen wirklich sinnvoll? Ja, ich glaube, es wird immer noch eine von
Menschenhand geschaffene Note dabei sein, und das finde ich cool. Aber ja.

[00:20:54] Ja, auf jeden Fall. Und wenn man Systeme gemeinsam mit verschiedenen Disziplinen entwi-
ckelt, dann sind die Dinge, die von allen entwickelt werden, auch fur alle da. Wie bringen wir also andere
Leute in den Raum, die normalerweise nicht Uber die Zukunft dieser KI-Modelle fur maschinelles Lernen
nachdenken wurden, und geben ihnen die Moglichkeit zu sagen: Hey, was bedeutet das eigentlich fur
mich? Designer wissen nicht, was sie zu ML-Entwicklungsprojekten beitragen konnen. Sie sollten dartber
nachdenken, was das fur ihre Praxis bedeuten konnte. Wenn sie dann zur Entwicklung beitragen, konnen
sie sich wirklich dafur einsetzen und verstehen, dass es eines gemeinsamen Vokabulars bedarf, wie man
Uber diese Dinge spricht und so weiter. So konnen sie wirklich die besten Losungen fur die Nutzer und
ihre Disziplinen entwickeln.

[00:34:38] Ja, ich glaube, das ist so wichtig, weil ich so oft mit UX-Designern oder Produktdesignern ge-
sprochen habe, die sagten: ,Muss das ML-Modellsystem nicht erst einmal gebaut werden, bevor man

es testen oder das Interface gestalten kann? Aber ich bin der festen Uberzeugung und das ist auch Teil
meiner Praxis, dass man die Erfahrung des Modells testen kann, bevor man das Modell Uberhaupt baut.
Sonst kommen die UX-Designer erst viel spat in den Entwicklungsprozess. Also setzt man sich mit den
Experten des maschinellen Lernens zusammen, um zu verstehen, was die Inputs und Outputs der Bei-
spiele sind. Und wie sieht das Modell aus, das wir erstellen werden? Legen wir die Karten auf den Tisch
und evaluieren wir, ob es wirklich Sinn macht. Bauen wir die richtige Art von User Experience auf, bevor
wir all das Geld, die Zeit und die Energie in den Aufbau des ML-Modells und alles andere investieren? Und
selbst wenn man ganz am Anfang anfangt, bevor man dberhaupt ein Konzept hat, wie man es verstehen
kann, weil maschinelles Lernen den Menschen eine Menge Maoglichkeiten eroffnet, so wie generative
Forschungsmethoden wie Trip Tech’ ein grofartiges Beispiel dafiir sind, wie Menschen, wenn sie ein Ge-
sprach mit einem anderen Menschen daruber fuhren wirden, wie wurden sie versuchen, dieses Problem
zu losen?
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