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Abstract

This dissertation presents three studies on the design and implementation of interactive
surface environments. It puts forward approaches to engineering interactive surface
prototypes using prevailing methodologies and technologies. The scholarly findings
from each study have been condensed into academic manuscripts, which are conferred
herewith.
The first study identifies a communication gap between engineers of interactive

surface systems (i.e., originators of concepts) and future developers. To bridge the gap,
it explores a UML-based framework to establish a formal syntax for modeling hardware,
middleware, and software of interactive surface prototypes. The proposed framework
targets models-as-end-products, towards enabling a shared view of research prototypes
thereby facilitating dialogue between concept originators and future developers.
The second study positions itself to support developers with an open-source solution

for exploiting 3D point clouds for interactive tabletop applications using CPU architec-
tures. Given dense 3D point-cloud representations of tabletop environments, the study
aims toward mitigating high computational effort by segmenting candidate interaction
regions as a preprocessing step. The study contributes a robust open-source solution for
reducing computational costs when leveraging 3D point clouds for interactive tabletop
applications. The solution itself is flexible and adaptable to variable interactive surface
applications.
The third study contributes an archetypal concept for integrating mobile devices

as active components in augmented tabletop surfaces. With emphasis on transparent
development trails, the study demonstrates the utility of the open-source tool developed
in the second study. In addition to leveraging 3D point clouds for real-time interaction,
the research considers recent advances in computer vision and wireless communi-
cation to realize a modern, interactive tabletop application. A robust strategy that
combines spatial augmented reality, point-cloud-based depth perception, CNN-based
object detection, and Bluetooth communication is put forward. In addition to seam-
less communication between adhoc mobile devices and interactive tabletop systems,
the archetypal concept demonstrates the benefits of preprocessing point clouds by
segmenting candidate interaction regions, as suggested in the second study.
Collectively, the studies presented in this dissertation contribute; 1—bridging the

gap between originators of interactive surface concepts and future developers, 2—
promoting the exploration of 3D point clouds for interactive surface applications using
CPU-based architectures, and 3—leveraging 3D point clouds together with emerging
CNN-based object detection, and Bluetooth communication technologies to advance
existing surface interaction concepts.
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Zusammenfassung

In dieser Dissertation werden drei Studien zur Gestaltung und Umsetzung interaktiver
Oberflächenumgebungen vorgestellt. Sie liefert Methoden für die Entwicklung von
Prototypen mit modernen Ansätzen. Die wissenschaftlichen Ergebnisse der einzel-
nen Studien wurden in akademischen Manuskripten zusammengefasst, die hiermit
überreicht werden.
In der ersten Studie wird eine Kommunikationslücke zwischen den Ingenieuren

interaktiver Oberflächensysteme (d. h. den Urhebern der Konzepte) und den künftigen
Entwicklern festgestellt. Um diese Lücke zu schließen, wird ein UML-basierter Rahmen
erforscht und eine formale Syntax für die Modellierung von Hardware, Middleware und
Software interaktiver Oberflächenprototypen in Richtung Modelle als Endprodukte
entwickelt. Der beigetragene modellgetriebene Ansatz fördert konsistente Beschrei-
bungsprototypen, die direkt eine gemeinsame Sichtweise für Forschungsartefakte
ermöglichen und damit den Dialog zwischen Ingenieuren und zukünftigen Entwicklern
erleichtern.
Die zweite Studie will Entwickler mit einer Open-Source-Lösung für die Nutzung

von 3D-Punktwolken für interaktive Tabletop-Anwendungen mit CPU-Architekturen
unterstützen. Bei dichten 3D-Punktwolken-Darstellungen von Tabletop-Umgebungen
zielt die Studie darauf ab, den hohen Rechenaufwand durch die Segmentierung von
möglichen Interaktionsregionen als Vorverarbeitungsschritt zu verringern. Die Studie
liefert eine robuste Open-Source-Lösung zur Reduzierung der Rechenkosten bei der
Nutzung von 3D-Punktwolken für interaktive Tabletop-Anwendungen. Die Lösung
selbst ist flexibel und kann an unterschiedliche anwendungsspezifische Szenarien
angepasst werden. In der dritten Studie wird ein Konzept für die Integration von
mobilen Geräten als aktive Komponenten in erweiterte Tischoberflächen vorgestellt.
Die Studie legt Wert auf transparente Entwicklungspfade und zeigt den Nutzen des
in der zweiten Studie entwickelten Open-Source-Tools auf. Neben der Nutzung von
3D-Punktwolken für die Interaktion in Echtzeit berücksichtigt die Studie die jüng-
sten Fortschritte in der Computer Vision und der drahtlosen Kommunikation, um
eine praktische, interaktive Tabletop-Anwendung zu realisieren. Es wird eine Strate-
gie vorgeschlagen, die räumliche Augmented Reality, punktwolkenbasierte Tiefen-
wahrnehmung, CNN-basierte Objekterkennung und Bluetooth-Kommunikation kom-
biniert. Neben einer robusten Strategie für die nahtlose Kommunikation zwischen
mobilen Ad-hoc-Geräten und interaktiven Tabletop-Systemen demonstriert der Pro-
totyp die Vorteile der Vorverarbeitung von Punktwolken durch Segmentierung von
möglichen Interaktionsbereichen, wie in der zweiten Studie vorgeschlagen. Insgesamt
tragen die in dieser Dissertation vorgestellten Studien dazu bei 1—den Graben zwis-
chen den Urhebern interaktiver Oberflächenkonzepte und zukünftigen Entwicklern zu
überbrücken, 2–die Erforschung von 3D-Punktwolken für interaktive Oberflächenan-
wendungen mit CPU-basierten Architekturen zu fördern, und 3—die Nutzung von
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3D-Punktwolken zusammen mit neuen Technologien, um bestehende Interaktion-
skonzepte zu verbessern.
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“A problem well-stated is half-solved.” — Charles Kettering

1
Research outline

1.1 INTRODUCTION

HCI (Human-computer interaction) continues to play a central role in advancing
computing systems in everyday environments [7, 85]. While the discipline comprises
multiple paradigms [192], the Computer Science perspective narrows in on the relation-
ship between computers and users, focusing on the argument—the functionality of any
computer cannot be realized without usability. In this context, functionality relates to
the set of actions and services provided by a computer, and usability is a measure of how
perceived functionality enables users to employ a computer for its intended purpose.
The far-reaching impact of HCI research can be seen in ubiquitous applications such
as the World Wide Web and computing systems such as the Macintosh [125, 169].
A niche area in HCI that has gained traction over the last two decades is the space

of interactive surface environments.
The motivation behind the increase in academic interest is self-evident: be it at

home or work, day-to-day activities center around walls and tabletops. The study of
interactive surface environments explores the potential of everyday surfaces toward
re-imagining how we perceive and interact with surfaces around us. In 1991 Wellner
introduced the digital desk calculator, which elaborated on the concept of merging
digital and non-digital interactions on tabletop surfaces [215]. To achieve this, Wellner
integrated physical objects into a virtual environment using spatial augmented reality.
1 Among other early works, the digital desk calculator laid groundwork for augmenting
day-to-day surfaces with tangible manipulable mixed reality. Since then, the space
of interactive surface environments has grown immeasurably. Concepts such as the
cave [39], the meta-desk [201], continuous workspaces [175], and many more have
pervaded the research community.

1Spatial augmented reality merges the physical and digital worlds by superimposing computer-generated
graphics onto real-world surfaces using projectors [56, 195, 221].
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Modern interactive-surface concepts now consider a broad range of aspects that
envelop ubiquitous computing [135, 214], frameworks [109], and tools [225]. The emer-
gence of low-cost commodity sensors has also played a significant role in propelling the
niche area. This observation is consistent with the rapid progression of technological
considerations in prevailing research artifacts, viz, the rapid advancement of concepts,
particularly over the last decade, e.g., from enhanced workspaces in 2001 [118], to
world-kit in 2013 [228], and magic paper in 2019 [227].
The foremost goal in the space of interactive surface environments is to re-imagine

how we perceive and interact with surfaces in our everyday environments. Table-
tops [118], walls [194], floors [84], surface tangibles [207], and even limbs [226] all
have untapped display potential. This potential can be realized, and arbitrary surfaces

Fig. 1. The digital-desk calculator [215]. Interactive surface environments facilitate tangible
manipulation on everyday surfaces, enabling physical interaction with digital objects. They also
integrate physical objects as active components in interactive computing systems, enhancing
the interaction context of physical objects.

Fig. 2. Omni-touch [86]. Re-imagining how we perceive and interact with surfaces in our
everyday environments.
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in day-to-day environments can be enriched with interaction, e.g., ubiquitous collab-
orative workspaces [105], the physical-virtual workstation [229], augmented surface
tangibles [33], information hubs [228], and assistive living [43].

1.2 MOTIVATION

A body of literature in the field of HCI extensively discusses the replication crisis.
The replication crisis refers to the difficulty researchers face when reproducing the
findings of previous studies. This challenge raises critical concerns about the credibil-
ity and reliability of scientific research. Moreover, the replication crisis hinders the
progression and advancement of existing contributions. One factor contributing to
the replication crisis is the absence of methodology to support replication. Keeping
view of the replication crisis, the research presented in this dissertation aims to address
technical challenges associated with the design and implementation of interactive
surface environments. The following subsections detail the motivations behind three
research studies focusing on methodological reform and promoting open source and
open science to converge the studies towards contributing to the mitigation of the
replication crisis.

1.2.1 Study 1: Methodological Reform

With emphasis on transparent development trails, i.e., from design to imple-
mentation, what methods be realized to support engineering interactive surface
environments?

Different approaches have been established for realizing interactive surface systems [37,
178]. While some propose integrating digital displays directly into surfaces [69, 70],
others explore spatial augmented reality [106, 227]. Irrespective of the approach, there
are common underlying design considerations. These considerations are self-evident in
comparable research artifacts that have been put forward over the last two decades, e.g.,
the Meta-desk (1998) [202], Enhanced-desk (2001) [118], Play-anywhere [217], G-nome
surface (2010) [189], Flexi-wall (2014) [152], Haptable (2019) [57], and Magic paper
(2019) [227]. However, despite recurring design considerations, there is no support for
concept re-use. This shortcoming has directly contributed to the accumulation of near-
identical research prototypes with recurring limitations; a drawback that motivates the
question: Can concepts from existing artifacts be abstracted into generic structures,
architectural views, and technical descriptions to inform the design of future interactive
surfaces?

1.2.2 Study 2: Promoting Open Source

How can we promote open source to support developers with freely accessible
building blocks for leveraging commodity depth cameras and spatial augmented
reality for interactive surface applications?
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In line with accumulating prototypes, increased accessibility to vision sensors [121, 142]
has propelled adopting spatial augmented reality for interactive applications [50, 137].
A body of literature suggests that multiple software solutions have been realized.
However, a critical review of research prototypes indicates a significant drawback—
besides highly application-specific solutions, software contributions are typically not
open-sourced. This drawback motivates the question: Given pervading depth cameras,
can an open-source solution be realized to support researchers and developers exploit
non-trivial point-cloud operations for spatial augmented reality?

1.2.3 Study 3: Exhibit Contributions Tackling the Replication Crisis

How can we demonstrate the significance of transparent technical development
trails using the contributions from the first two studies?

Narrowing in on application, one approach that has gained popularity over the last
decade is extending ubiquity frommobile devices to interactive surfaces. Among others,
prevailing studies in this direction include Pocket-transfers [136], Huddle-lamp [172],
Bluetable [224], Flash-light [94], Tracko [104], and Headphones [77]. The central idea
behind these concepts is how ubiquitous information can be leveraged to provide
intuitive interaction with surface and surface tangibles in everyday environments. In
addition to potential as interaction hubs, surfaces, particularly tabletops, are inanimate
assistants that support day-to-day activities. An innate tendency is placing mobile
devices on tabletop surfaces. Drawing parallels, mobile devices are in and of themselves
assistants inseparable from day-to-day activities [77, 204]. The continuous physical
interaction between mobile devices and tabletop surfaces motivates exploring latent
interaction space between the two assistants. The motivating question that follows:
Can both assistants be integrated as active components in an interactive surface’s
computing environment to realize the latent symbiotic interaction space between both
assistants?
While studies address technical challenges associated with the design and imple-

mentation of interactive surface environments, the contributions converge towards
tackling replication crisis.

1.2.4 Research Methodology

Each study follows a) structured research, b) peer review, and c) open science.

A. Structured research:
The general template for publication was adopted. Accordingly, each study

a. reviewed relevant literature,
b. critically studied existing methodology,
c. identified knowledge gaps,
d. developed contributions bridge identified knowledge gaps, and
e. validated proposed contributions.
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B. Peer review and publication:
Findings from each study were synthesized into academic manuscripts. Then, each
manuscript was entered into a publication track, subjecting scholarly findings to the
scrutiny of field experts: a critical step in assessing the validity and quality of established
contributions. Peer review was also used to safeguard against premature dissemination
of insignificant findings as well as preemptively identify possible misinterpretations.

C. Open science:
While on track for publication, following peer-review, manuscripts were made freely
accessible to researchers and developers using the open science framework [31].

1.3 DOCUMENT ORGANIZATION

The remainder of this dissertation is organized as follows: Chapters 2–4 present the
original manuscripts. Each manuscript is prefaced with research context and concluded
with critical remarks. Chapter 5 discusses the significance of the research contributions,
and chapter 6 concludes with an outlook of potential future work.



“Science is the systematic classification of experience.” — George Henry
Lewes

2
Model-driven development for
interactive surface prototypes
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2.2 RESEARCH CONTEXT

Although the space of HCI continues to collect numerous research artifacts, replicating
these archetypal implementations is complex and arguably impractical [51, 208]. This
drawback is partly a consequence of the template for publication, which emphasizes
academic manuscripts over diffuse of study assets. For research artifacts, details integral
to replicating prototypes are commonly omitted and often left undisclosed [208]. As a
result, assessing the validity of prototypes through replication is not possible, which
diminishes the credibility of research artifacts to a great extent. In [208], Wacharaman-
otham et al. highlighted how sharing research assets is generally uncommon. Similarly,
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Echtler and Haussler underlined how developers in HCI do not follow the open-source
model, which can promote the replicability of scientific findings [51].
Wacharamanotham et al. identified a common underlying drawback faced by re-

searchers: no strategies exist for documenting, communicating, and diffusing research
assets. Given the first subproblem, the work presented in this chapter contributes to-
wards mitigating the “replication crisis” [51, 208]. The study aims to bridge the commu-
nication gap between originators of concepts and future developers, thereby promoting
the replicability of research artifacts. The concept of “models-as-end-products” [184] is
explored together with a model-driven approach.

Existing studies show that model-driven approaches enhance communication between
stakeholders at all levels [1, 116]. A model-driven methodology is thus a promising
approach to bridging the communication gap amongst HCI developers. Moreover,
model-driven approaches provide significant benefits in early development stages [4,
66, 188]. These benefits include (a) increased understanding of a problem space, (b)
early identification limitations, (c) preemptive-risk evaluation, and (d) early assessment
of possible design transformations. By adopting a model-driven approach, developers
in HCI can leverage the outlined advantages. However, a setback that needs to be
addressed first is the absence of shared logical-model representations [131].

The study presented in this chapter critically reviews research prototypes that have been
contributed over the last two decades. 2 The review is used to establish a knowledge base
and logical-model representations: a framework targeting unambiguous and consistent
representation for prototypes. In line with the aim of the study, the objectives of the
framework are as follows:

• Provide a strategy for documenting, communicating, and diffusing research
assets.

• Bridge the communication gap between originators of concepts and future
developers.

• And last, lend the benefits of model-driven development to the space of HCI.

Manuscript1
2.3 ABSTRACT

Interactive surface prototypes in the research community are typically application-
specific. However, common features in existing artifacts suggest recurring design
considerations. Given the rapid accumulation of near-identical prototypes, there is
a need to promote design reuse. Existing research prototypes motivate abstracting
generic components and architectural views to inform future designs. In this paper, we
propose a UML-based framework for designing, documenting, and sharing interactive
2The research presented in this chapter extends [148]: a study put forward by myself and F.Echtler and
published with the ACM International Conference on Interactive Surfaces and Spaces. The research
extension remains on track for publication and can be freely accessed on the Open Science Framework [3].

https://iss.acm.org/
https://osf.io/2ux4p/


(a) Ubeam [81]. (b) AMP-D [226]. (c) LightSpace [220]. (d) Beama-
tron [223].

Fig. 3. Interactive surface prototypes.

surface prototypes. The framework composes hardware, middleware, and software
meta-models to support developers with technology-agnostic guidelines for express-
ing prototypes unambiguously. The meta-models are based on the study of existing
prototypes and are evidence-based. For validation, we use the proposed framework
to express interactive surface artifacts from prevailing studies. We then present the
resulting model representations to experts to learn their perceptions towards the model-
driven approach. As a proof of concept, and to show tacit benefits, we conducted a
case study using ReFlex: a software framework for implementing elastic displays. Our
findings highlight three significant benefits: (i) an accessible graphical syntax with
unambiguous model representation, (ii) a system for capturing arbitrary technical
specifications, and (iii) flexible model representation with consistent notation.

Additional Key Words and Phrases: Interactive surface environments, interactive surface proto-
types, UML-based framework

2.4 INTRODUCTION

In the research space of interactive surface environments, prototyping enables the
creative exploration of emerging hardware, middleware, and software. In principle,
once a prototype is shared with the research community, its underlying concepts
can be abstracted and reused as building blocks for future prototypes. However, in
practice, replicating concepts in studies is non-trivial because research prototypes
generally evaluate heuristics and usage while overlooking concept reuse. Few studies
have addressed the challenge of concept reuse directly. Moreover, there is a body of
literature that indicates the accumulation of near-identical prototypes with similar
limitations [11, 81, 185, 186, 220, 223, 226], suggesting a connection to the “replication
crisis” in HCI research [51, 208].
Our approach to mitigating this issue considers the varying perspectives of unique

developers. Different actors, e.g., system architects, embedded-systems developers, net-
work developers, and software developers, address domain-specific challenges. While
system architects are concerned with meta aspects such as sub-system infrastructure
and overarching system design, embedded-system developers focus on data acquisition
and performance. Also, while network developers focus on adhering to communication
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protocols and managing data transmission, software engineers center on data process-
ing and data-driven functionality. Besides the focus on separate challenges, developers
still need to work cohesively across the separate domains to realize a coherent inter-
active surface prototype. From a research perspective, developers must first review
existing prototypes to underpin known limitations and knowledge gaps, irrespective
of competency. While the goal may be straightforward, studying existing interactive
surface prototypes is complex as there is no shared view, widespread representation,
or unified syntax for documenting, sharing, and contrasting prototypes.
In this paper, we therefore propose Artefact: a UML-based framework for model-

driven development of interactive surface prototypes. We first condense existing re-
search prototypes into a knowledge base. Then, we leverage the knowledge base to
formulate a flexible framework that promotes designing and expressing interactive sur-
face prototypes unambiguously. With an emphasis on “models as end products” [184],
we establish logical and consistent model representations for hardware, middleware,
and software towards streamlining concept reuse. For validation, we employ the pro-
posed framework tomodel prototypes from recent studies.We then subject the captured
models to the scrutiny of experts and learn their perceptions towards the proposed
model-driven approach. Finally, we present a proof of concept by applying the model-
driven approach to our new ReFlex framework, developed to create applications for
elastic displays.

2.5 RELATEDWORK

Several studies have surveyed employing model-driven approaches for reusing artifact
concepts [12, 40, 72, 98, 235]. Genero et al. [72] conducted a literature review on
the role of models in development cycles and highlighted the significance of models
in the iterative development of prototypes. Ho-Quang et al. [98] conducted a study
across 458 projects to identify the motivation for growing interests in model-driven
methods. The study suggested a causal relationship between the surge in open-source
solutions and a need to communicate implementations unambiguously. Ho-Quang et al.
also identified that developers utilize models to communicate structurally complex
concepts to broader audiences, effectively bridging the gap between designers (i.e.,
originators of concepts) and future developers. In [40], Da Silva and Oliveira suggested
stereotype-based modeling for concept reuse and elaborated by formulating generic
artifact abstractions based on existing prototypes. The study highlighted the benefits
of models as end products, underlining iterative advancement for existing artifacts.
In [197], Torre et al. pointed to the widespread adoption of UML-based models and
conducted a case study to investigate developer perceptions toward UML. Besides
learning perceptions similar to those identified by Ho-Quang et al. in [98], the study
also highlighted open and fast-growing UML-model repositories [67, 92].
Yoshino and Matsuura [235] discussed utility in employing models to reverse engi-

neer prototypes. In a similar research context, Bowen contributed lightweight tools
that enable reverse-engineering models from existing artifacts [25]. Akin to [98, 197],
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Yoshino and Matsuura also emphasized the role of UML models for bridging the
communication gap between designers and developers. Dittmar et al. discussed how
high-abstraction models can contribute to end-user programming by enabling users
to manipulate the models [47]. The authors suggested that UML-based model-driven
development, in specific cases, could promote formal verification [235].
Turner et al. focused on using models for generating test cases that cover the inter-

section between frontend and backend components, targeting structured test cover-
age [200]. Similarly, Bowen and Reeves also investigated how models-specific compo-
nents could be grouped to create consistent test cases across separate domains [26].
Hinze et al. presented an emulator to enable testing of user-facing components prior
to implementation [97]. In the same research direction, Besnard et al. [16] discussed
abstraction of physical environments to promote verification processes. Here, the au-
thors pointed out two major challenges: First, capturing associations of components
across separate domains. And second, capturing arbitrary technical specifications in
abstract modules. To address these challenges, Besnard et al. suggested adopting UML
mechanisms to generalize system description and proposed a technology-agnostic
model-driven approach.
In the context of user interface development, several works [3, 27, 58, 71] have

discussed using formal models to provide a structure for "user interface patterns", with
focus on auto-generating user interface variants for multiple platforms. Luyten et al.
discussed the replication crisis with respect to interactive surfaces. This state seems
to have remained unchanged in the decade that has passed since this workshop [134].
Since then, a related metamodel has been proposed for pen-and-paper input. However,
it has not been adapted for the more general context of interactive surfaces [93].
The related work presented in this section highlights the benefits of focusing on

models as end products. There is a need to lend these benefits to the space of interactive
surface environments. Facilitating a method that enables contributing models as end
products would (1) promote expressing and communicating prototypes unambiguously,
(2) enable systematic assessment of prototypes, and (3) facilitate concept reuse, i.e.,
address the replication crisis for interactive surface prototypes. We, therefore, propose
the Artefact framework.

2.6 THE ARTEFACT FRAMEWORK

The Artefact framework enables viewing an interactive surface prototype as a system
comprising of the hardware, middleware, and software subsystems. Each subsystem
promotes identifying, factoring, and reusing domain-specific concepts, properties,
and associations. Here, the term concept is used to refer to a component or a set
of components as applied to realize domain-specific functionality. The framework
employs UML [159] to represent each subdomain as an unambiguous model. UML
provides a formal syntax which promotes logical and consistent model representation
of interactive surface prototypes. In addition to generalization hierarchies that facilitate
flexibility, another significant benefit to UML is its extensive documentation [159].
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In the following, we introduce theArtefact framework and how it leverages stereotype-
based modeling. We also discuss our approach to establishing evidence-based modeling
constructs for the proposed hardware, middleware, and software models.

2.6.1 Stereotype-based modeling

Fig. 4. Overview of the Artefact framework. For an interactive surface prototype, we describe
the hardware, middleware, and software as complementary models where, a Model is an
abstract description of a domain’s environment, i.e., the organization of its concepts and
associations.

The Artefact framework employs metaclasses, stereotypes, profiles, and tag values;
UMLmechanisms that extend the normative UML [159]. In contrast to the conventional
Class, i.e., from normative UML, Metaclasses are abstract Class representations. Profiles
are package modules required to define stereotypes: concrete Metaclass extensions,
that can only be defined by extending existing metaclasses. Profiles can extend other
profiles and can also be factored for reuse [159]. Akin to a normative UML Class, a
Stereotype also uses structural compartments for describing attributes, members, and
tag values [159].

Fig. 5. Stereotype-based modeling. Metaclasses, profiles, and stereotypes are used to express
a domain’s environment.
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2.6.2 Evidence-based modeling constructs

We conducted a targeted literature review to identify hardware, middleware, and
software requirements essential for developing interactive surface prototypes. The
literature study prompted learning evidence-based engineering requirements, i.e.,
requirements based on existing research prototypes. As part of the review process,
we formulated verification questions (see Tab. 1) to promote determining relevant
studies. The methodology of the targeted literature review as well as an overview of
the selected studies are presented in Appendix A.

Table 1. Verification questions formulated to target studies with well-rounded artifacts.

Verification questions Points

Q1 Does the study present a clear research goal? 2
Q2 Is the presented research prototype adequate for the stated research goal? 2
Q3 Does the study outline hardware, middleware, and software utilized? 2
Q4 Does the study justify the choice of hardware employed? 2
Q5 Does the study utilize commodity hardware? 2
Q6 Does the study motivate the software implementation? 2
Q7 Does the study employ a repeatable validation procedure? 2
Q8 Are validation metrics outlined? 2
Q9 Are limitations of the research prototypes discussed? 2
Q10 Is the efficacy of the utilized concepts outlined? 2
Q11 Are the design and implementation strategies of the software discussed? 2
Q12 Is the research goal realized? 2

Interactive surface prototypes were examined to identify hardware, middleware, and
software components. Subsequently, common underlying components were abstracted
intomodeling constructs (see Tab. 3). As evinced by the literature study: software-design
considerations for interactive surfaces are typically omitted in publications. During
study verification, no studies answered questions Q6 and Q11 (see Tab. 1), which were
formulated to identify studies with software development strategies. This observation
is again consistent with the “replication crisis” [51, 208]. Therefore, we studied the
ReFlex framework to learn evidence-based software engineering requirements.
ReFlex provides technical guidelines and design considerations for developing in-

teractive surface software. Tab. 2 presents studies that have employed the ReFlex
framework to implement research prototypes [68, 112, 113, 152, 168]. In section 5 we
present a case study that elaborates further on ReFlex framework. In addition to study-
ing the ReFlex for evidence-based modeling constructs (Tab. 2), modeling constructs
were also inferred from prototypical applications (see Tab. 6 in Appendix A).
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Table 2. Studies that have employed the ReFlex framework to implement research prototypes.

Study Focus Prototype Validation

DepthTouch: An elastic surface
for tangible computing [168]

Emulating physical
surface interactions

Interactive surface
system for
back-projection on
tabletop surfaces
using a mirror

Demonstration

FlexiWall: Interaction
in-between 2D and 3D
interfaces [68]

Toolkit for exploring
layered data

Interactive surface
system for
back-projection on
walls using a
mirror

Categorization of
data types and
interaction
techniques

Data exploration on elastic
displays using physical
metaphors [150]

Simulation of physical
interaction metaphors
on deformable
interactive surfaces

Interactive surface
system for
tabletop surfaces

Demonstration

Exploring big data
landscapes [112]

Visualization and
analysis of clustering
algorithms for
interactive surfaces

Interactive surface
system for wall
surfaces

Demonstration

A tangible concept for layered
map visualizations [153]

Exploring layered data
combined with
semantic zoom
visualizations

Client-server
middleware

Demonstration

Designing interfaces for elastic
displays using workshop and
prototyping methods [83]

Shared description for
design Process

Exploring input
modalities

Demonstration
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Table 3. Hardware, middleware, and software modeling constructs. Common underlying
components were identified generalized to stereotypes. The stereotypes were then abstracted
into high-level metaclasses. For the software modeling constructs, in addition to studying
the Reflex framework, flexible stereotypes were inferred based on the reverse engineering of
existing software solutions.

Metaclass Stereotype Component Body of literature

Hardware modeling constructs

Device System Processor Workstation,
Server

[50, 55, 57, 81, 86, 114, 118, 155, 165, 175,
202, 217, 219, 220, 223, 225, 226]

Microprocessor [86, 165]

Device Sensor Camera Sensor [50, 55, 81, 86, 114, 155, 165, 175, 202, 217,
223, 225, 226, 229]

Depth Sensor [50, 55, 86, 155, 165, 219, 220, 223, 226, 229]

Infrared Sensor [118, 202]

Device Display Device Projector, Display [50, 57, 81, 86, 118, 155, 165, 175, 202, 217,
220, 223, 225, 226, 229]

Device Actuator Actuator [81, 118, 175, 202, 223, 226]

Device Human Interface
Device Mobile Device [86, 114, 155, 165, 175, 217, 223, 226]

Device Peripheral Device Phicon [202]

Marker [114, 118, 175]

Mirror [57, 118, 202]

Device Audio Device Transducer [57]

Middleware modeling constructs

Architec-
ture

Transmission
Service Framework [50, 109]

Specification,
Protocol [107, 108, 110]

Software modeling constructs

Manager Display manager [55, 86, 114, 118, 155, 165, 217, 220, 226, 229]

Manager Tracking manager [55, 118, 155, 165, 217, 223, 229]

Manager Service manager [55, 57, 81, 86, 114, 118, 155, 165, 217, 220,
225, 229]

Manager Calibration manager [68, 78, 83, 112, 113, 150–154, 168]
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2.6.3 The hardware, middleware, and software metamodels

Metamodels for the hardware, middleware, and software (see Fig. 6) were developed
using the constructs presented in Tab. 3. 1 Metamodel formulation was based on out-
lines specified in [159], which follow: For a stereotype to be well-formed, it must
exist within a Profile and be linked to a Metaclass and there are no restrictions on the
number of profiles, metaclasses, and stereotypes that can be introduced [159]. Note
that the profiles do not add any functionality and only describe a unified view for
the underlying system. Akin to normative UML, concrete stereotypes in the hard-
ware, middleware, and software models utilize structural-class compartments. This
feature facilitates documenting arbitrary technical specifications using descriptions
of attributes, members, and values. Metaclasses reflect a domain’s environment and,
by design, are high-level abstractions that remain adaptable for different application
scenarios. The role of meta-classes is to enable modeling specifications using meta
attributes, viz, tagged values. Leveraging UML’s extension association, stereotypes
afford the description of arbitrary information to meta-classes, i.e., using tagged values.
SoaML and DICOM are good examples of how meta-classes are extended to model
specifications using meta attributes [44, 239]. For engineering software solutions, the
software meta-model offers a generic way to design, document, and share application
programming interfaces.

2.7 EMPIRICAL VALIDATION

Given that there is no standard method for determining the absolute correctness of
a model [159], for validation, we adopted a two-fold approach. First, the Artefact
framework was employed to describe ten research artifacts, i.e., those presented in [68–
70, 80, 106, 150, 153, 168, 227, 230].
The artifacts selected were subject to the selection criteria outlined for identifying

relevant studies and prototypes in Appendix A. Services, formats, transmission rates,
vendors, models, modes, quantities, process speeds, sampling rates, and communication
interfaces were captured and expressed using tag values, directed relations, cardinalities,
stereotype compartments. Once captured (graphical-model representation presented in
Appendix B), we used the resulting model descriptions for validation. In [184], Sargent
suggested evaluating the correctness of a model using “face validation”, i.e., subjecting
a model to scrutiny of experts. Following this guideline, we conducted an interview
study to determine whether experts considered the proposed modeling framework
reasonable and acceptable. The study was also used to gain insights about perceptions
towards adopting a model-driven approach to support developing interactive surface
research prototypes.
A call for participation was sent out to research centers at KTH Royal Institute of

Technology, the University of Regensburg, and Bauhaus-Universität Weimar. We also

1Ameta-model is an abstract model that provides ontologymapping [144]. It describesmodeling constructs
that can be utilized to define concrete models.
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invited industry experts from Extend3D GmbH, Munich. Of twelve experts, five met
the requirement of at least two years working with interactive surface environments or
components associated with interactive surface environments (e.g., projector-camera

Fig. 6. The hardware, middleware, and softwaremeta-models. Profiles andmetaclasses are used
to describe a domain’s environment. Properties and tags are used to convey arbitrary technical
specifications. Directed relationships and cardinality are utilized to describe associations. Each
model is flexible and extensible to variable application scenarios.
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(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Fig. 7. Prototypes selected for validation. In (a), an overhead projector-camera system for
tabletop interaction [69]. In (b), a digital tabletop (Panasonic TH-50PH12) and motion-track
system for gesture detection [70]. In (c), a digital tabletop with head-mount gaze and eye-
tracking for determining target interaction points [230]. In (d), wearable devices for surface
interaction on surfaces [80]. In (e), a projector-camera system with a 10-camera Vicon system
for tracking touch input on tabletop edges [106]. In (f), an overhead projector-camera system
for tabletop and tabletop-object interaction [227]. In (g), DepthTouch, an elastic tabletop
display [168]. In (h), FlexiWall, an elastic display wall for image blending [68]. In (i), Zoomable
UI combined with physical interaction metaphors, called DeeP [150]. In (j), an elastic display
using semantic layers and magic lenses [153].

systems). The interviews were conducted over Skype, and an online form was used to
collect expert perceptions. Each interview was structured as follows: First, the research
aim was discussed. Then, we asked the experts to confirm the suitability of their
experience given the context of the research. Afterward, experts were introduced to the
proposed modeling framework. Thereafter, we introduced the hardware, middleware,
and software metamodels. After discussing the rationale and objectives of each model,
we presented captured model representations of the prototypes. We asked the experts to
scrutinize and remark on using the framework tomodel prototypes. Lastly, we discussed
whether amodel-driven approachwould benefit the research community for developing
prototypes in the early design stages. Discussion with all experts was structured using
questionnaires. All questions were open-ended towards deeper discussions, as led by
the experts. This approach promoted collecting experts’ perceptions and learning their
opinions on setbacks, benefits, and implications of a model-driven approach using the
proposed framework.
Expert #1 remarked on the rationality of the models, “The models are rational and

clear.” Expert #2 gave merit to unambiguous technical outlines, “. . . specifications sim-
plify prototyping.” Expert #3 pointed to capitalizing existing prototypes, “. . . developers
can obtain structured information about existing prototypes. . . ” Expert #4 remarked
on learnability, “. . . it took me ~5 minutes to grasp the framework.” Expert #5 under-
lined inherent fostering of artifact replication, “. . . full specifications simplify replicating
prototypes.”
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Data collected during the interviews was coded. Our findings suggest that experts
found the proposed framework to be beneficial with perceptions converging toward
three main benefits: (i) a generic and simple syntax for prototyping, (ii) an approach to
systematically compare different prototypes, and (iii) a convenient starting point for
developing interactive surface prototypes.

2.8 CASE STUDY: THE REFLEX FRAMEWORK

Fig. 8. ReFlex is a modular software framework for elastic displays that has been developed
over the last ten years. It started as a proof-of-concept [168] and evolved into a platform-
independent framework that utilizes amodular architecture with abstraction layers for different
application scenarios. The framework has been used for prototypes in several publications, e.g.,
surface deformation interaction (left) and Zoomable user interfaces (right). It has served as a
foundation for a task taxonomy for elastic displays [113]. ReFlex, in its current state, employs
web-technologies for visualization, provides interface to different client technologies (e.g.,
Angular/React, .NET Core/WPF or Unreal Engine 4), and provides several tools for developing
applications for elastic displays.

For proof-of-concept, we conducted a case study with software developers who have
been actively developing the ReFlex framework over the last ten years. As already
mentioned, ReFlex is a software framework that provides technical guidelines and
design considerations for developing interactive surface software. ReFlex builds on an
initial concept proposed by Peschke et al. in [168] and targets enabling the development
of application programming interfaces (APIs) for interactive elastic displays. It also
supports interactive visualizations using different interaction techniques [113]. The
ReFlex framework has been progressively developed and used to implement several
prototypes over the last ten years [68, 112, 113, 152, 168]. ReFlex’s development has
been driven by the demand to adapt APIs to rapidly evolving technology.
Given transparent software-development trails, using ReFlex for the case study en-

abled assessing how the Artefact framework can support developers to design and
communicate interactive surface software. With an emphasis on models as end prod-
ucts [184], the hypothesis for the case study was as follows. “The Artefact framework
provides a flexible approach to modeling different software specifications. Its software
metamodel promotes clear design and unambiguous documentation of concrete APIs.”



20

(a) Case study: software model from [168].

(b) Case study: software model from [153].

Fig. 9. While the API presented in (a) centered on processing depth data into a vector field
for physical force simulation based on surface deformation, the API presented in (b) explored
identifying and differentiating between single and multi-touch interactions. The API in (b)
also targeted interpreting interactions to navigate layered images while utilizing a magic lens
for visualization.

2.8.1 Employing the Artefact framework to model research artifacts
developed using ReFlex

The software developers selected four prototypes developed using the ReFlex frame-
work. Akin to the validation presented in section four, APIs were captured and ex-
pressed as models. Once captured, together with the software developers, we discussed
the benefits of the model-driven approach. To evaluate the hypothesis, we learned
whether software developers considered the resulting software models beneficial. The
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case study also aimed to learn general perceptions models as artifacts. As a starting
point, the software developers identified the software interfaces of the first elastic
display prototype [168]. Then, they modeled the components using Artefact’s software
metamodel (see Fig. 9). For comparative assessment, a similar approach was employed
for remaining prototypes. Together with the software developers, we discussed the
resulting model representations. We also discussed the benefit of using metamodels as
flexible guidelines to support capturing and expressing APIs unambiguously.

2.8.2 Findings

Artefact’s software metamodel provided a flexible guideline for instantiating concrete
stereotypes, thereby supporting abstract modeling of different APIs unambiguously.
Moreover, the resulting model representations facilitated direct comparison between
different APIs. This finding supported the first supposition: “The Artefact framework
provides a flexible approach to modeling different software specifications.” The software
developers emphasized the utility in knowledge transfer, pointing out the potential
role of diffusing API models to bridge the gap between originators of concepts and
future developers. Direct comparison between different APIs also promoted identifying
advances in API development. This finding also supported the second supposition:
“The Artefact’s software metamodel promotes clear design as well as unambiguous
documentation of concrete API designs.” Additionally, the software developers pointed
out that the resulting model representations were technology agnostic. Despite em-
ploying different technologies in the different software solutions, i.e., a OpenNI-based
implementation for one prototype and a .NET and WPF-based implementation for
the other, the designs of the APIs remained comparable. Furthermore, the software
developers pointed out that focusing on modeling high-level abstractions promoted
understanding of structurally complex software concepts. Another benefit identified
by the software developers was that unambiguous API models simplified identifying
entry points for possible API extensions, even without comprehension of the entire
API. This benefit was underlined as essential for advancing existing interactive surface
concept.
Going one step further, the software developers discussed how the resulting model

artifacts could, in principle, be leveraged to generate software documentation using
tools such as doxygen2 and graphvis3. Doxygen grouping mechanism could be utilized
to declare API models, generate an overview of classes, and specify the stereotypes
as nested elements. For structurally complex APIs, custom doxygen tags could be
extracted for creating specific API-model components using the graphviz dot tool.

2.9 DISCUSSION

Given the verification questions (see Tab. 1), body of literature suggests there are no
shared approaches to analyzing and designing interactive surface prototypes. The
2https://www.doxygen.nl/index.html
3https://graphviz.org/
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absence of such approaches is made apparent by question Q11, for which no study
accounts. Also, questions Q3, Q4, Q6, and Q10, indicate there is no shared view, wide-
spread representation, or unified syntax for designing, communicating, or documenting
prototypes. The literature review also highlighted the limited extent to which middle-
ware has been explored for interactive surface applications.

Limitations. Our validation approach suffers from the absence of a standard methodol-
ogy for evaluating the “absolute” validity of models [159, 184]. Although an argument
can be made for the intuitive representation of structurally complex systems, our
proposed modeling framework is not comprehensive by design. Absent an extensive
set of all possible abstractions, the minimal set presented in this paper is insufficient
for non-experts who may also seek to employ the modeling framework as a knowledge
base. Another limitation is that our validation was limited to six experts.

Future. Our empirical validation demonstrates the role of experts in the iterative devel-
opment of the framework. In this regard, there is promise in conducting validation on
a larger scale and learning expert perceptions towards “models as end products” [4],
i.e., in the space of interactive surface environments. Moreover, experts have pointed
out the benefit of open discourse about design considerations for such a modeling
framework. Conducting workshops with experts and developers would be one possible
approach to promote such a discussion.

2.10 CONCLUSION

This paper identifies the accelerated accumulation of comparable prototypes for in-
teractive surface environments and proposes a model-driven approach to promote
design reuse. Existing prototypes have been leveraged to define a generic UML-based
framework for modeling hardware, middleware, and software layers of interactive
surface prototypes. The proposed framework has been applied to capture existing
prototypes, and a study has been conducted to learn experts’ perceptions towards the
captured model representations. By modeling our new ReFlex framework for elastic
displays, we further show the validity and tacit benefits to the proposed model-driven
approach. Our initial findings highlight three significant benefits: (i) an accessible
graphical syntax with unambiguous model representation, (ii) a system for capturing
arbitrary technical specifications, and (iii) flexible model representation with consistent
notation. While no absolute conclusions can be drawn, initial results suggest significant
benefits in the Artefact framework.
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2.11 APPENDIX

A LITERATURE REVIEW

Fig. 10 provides an overview of the methodology employed for developing the Artefact
framework. A targeted literature review was used to answer the question: What hard-
ware, middleware, and software engineering requirements are necessary to develop an
interactive surface prototype? This central question promoted identifying interactive
surface prototypes and learning engineering requirements that have been considered
for existing implementations.

Fig. 10. Methodology for developing the Artefact framework: First, a relative knowledge base
was systematically aggregated. Then, common underlying concepts were identified and mod-
eling constructs were derived systematically to formulate flexible hardware, middleware, and
software models. In the final phase, which is perpetual by definition, the proposed framework
is evaluated and developed iteratively.

In the following, we elaborate on how the targeted literature review was conducted,
discussing the search strategy, selection criteria, and verification of selected litera-
ture. We also present an overview of the final studies used to develop the proposed
framework.

A.1 Search strategy

TheACMDigital Library, CiteSeerX, and the IEEEXplore Digital Librarywere databases
of choice. Where possible, advanced searches were used to exclude non-refereed publi-
cations and books.
We inferred a list of search strings from keywords such as interactive surfaces, tabletop
interaction, projector-camera systems, and spatial augmented reality. We then used
the search strings to find publications in aforementioned databases.

A.2 Initial selection of related work

Besides appraising titles, we reviewed each paper’s abstract, introduction, discussion,
and conclusion subject to non-strict criteria that considered;

• publication—the study must be published,
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tabletop interaction

“interactive tabletop”

[70, 227, 230]

. . . “interactive surface”

[50, 175, 229] . . . “ tangible interactive surface”

[33, 110]

Fig. 11. Targeted search. Example of how the keyword ‘tabletop interaction’ was used to infer
a list of database search strings (e.g., “interactive tabletop” , “interactive surface” , and “tangible
interactive surface”) to identify publications.

• an artifact—the study must contribute a research prototype,
• peer review—the study must be subjected to the scrutiny of field experts,
• proof of concept—the study’s prototype must demonstrate validity, and
• prototype description—the study must outline development in a manner that
enables artifact reproducibility.

While rudimentary, this approach simplified excluding non-relevant studies and build-
ing up an initial body of literature to be verified.

A.3 Verification

In addition to the verification questions (see Table 1), an analysis scheme was used to
assess each study. For study assessment, mark allocation was as follows: If a verification
question was not answered, no points were allocated. If an answer to a question was
inferred but not stated explicitly in the study, 1 point was allocated, and if a question
was answered directly by the study, 2 points were allocated. Given a total number of 12
questions, the maximum possible score a study could achieve was 24. Each study’s score
was then expressed as a percentage, and the corresponding percentage equivalency
(Table 4) assigned.
A scale of 1 — 5 was introduced, 1 being the highest possible score and 5 being the

lowest possible score. Studies were selected in a three-stage process. In the first stage,
initial scores were allocated. In the second stage, excluded studies were double-checked.
Last, accepted studies were also double-checked. We note, no scores were changed
during the double-checking.

A.4 Overview of selected studies

Our literature search identified 136 studies. In evaluating the identified studies against
the selection criteria, 47 studies were excluded. During verification, 63 studies were
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Table 4. Percentage equivalency and grade descriptors. A grade more than 3 was interpreted
as an indication that the study in question would provide insufficient information towards
answering the outlined research question.

Percentage Grade Descriptor

91 - 100% 1 Highly relevant
81 - 90% 2 Relevant
66 - 80% 3 Moderately relevant
50 - 65% 4 Marginally relevant
0 - 49% 5 Irrelevant

Accept studies ≤ 3 Exclude studies > 3

20 40 80 100 120 140

Papers reviewed

Excluded based on selection criteria. Excluded based on verification criteria. Final papers selected.

# 47 # 63 # 26

Fig. 12. Overview of excluded studies.

excluded. In summary, 26 published and peer-reviewed papers were selected. We
organized the selected studies using Mendeley, which simplified ordered caching of
bibliographies. Table 5 lists the publication sources and Tables 6 provides a summary
of studies selected during the targeted literature review.



26

Table 5. Literature sources.

Publication Type Year

Proceedings of the ACM on Interactive, Mobile, Wearable and Ubiquitous Technologies Journal 2020
CHI Conference on Human Factors in Computing Systems Conference 2019
Proceedings of the 31st Australian Conference on HCI Conference 2019
Proceedings of the 32nd Annual ACM Symposium on User Interface Software and Technology Conference 2019
Proceedings of the CHI Conference on Human Factors in Computing Systems Conference 2019
Proceedings of the 31st Annual ACM Symposium on User Interface Software and Technology Conference 2018
Proceedings of the ACM International Conference on Interactive Surfaces and Spaces Conference 2018
Proceedings of the ACM on Human-Computer Interaction Journal 2018
Proceedings of the ACM International Conference on Interactive Surfaces and Spaces Conference 2017
Conference on Human Factors in Computing Systems Conference 2014
Proceedings of the 9th ACM International Conference on Interactive Tabletops and Surfaces Conference 2014
Proceedings of the SIGCHI Conference on Human Factors in Computing Systems Conference 2013
Proceedings of the 25th Annual ACM Symposium on User Interface Software and Technology Conference 2012
Proceedings of the 24th Annual ACM Symposium on User Interface Software and Technology Conference 2011
Proceedings of the 23rd ACM Symposium on User Interface Software and Technology Conference 2010
Proceedings of the SIGCHI Conference on Human Factors in Computing Systems Conference 2012
Proceedings of the 5th Nordic Conference on Human-Computer Interaction Conference 2008
Proceedings of the 15th IEEE International Workshops on Enabling Technologies Conference 2006
Proceedings of the Annual ACM Symposium on User Interface Software and Technology Conference 2005
Proceedings of the 6th International Workshop on Gesture in HCI and Simulation Conference 2005
ACM Transactions on Computer-Human Interaction Conference 2001
IEEE and ACM International Symposium on Augmented Reality Conference 2000
Conference on Human Factors in Computing Systems Conference 1999
Proceedings of the 10th annual ACM Symposium on User Interface Software and Technology Conference 1998



27

Table 6. Reviewed literature.

Study Score Focus Approach Validation

Off-surface tangibles: Exploring the
design space of midair tangible
interaction Cherek et al.

2
Midair interaction
above interactive
surfaces

Exploring input
modalities

Demonstration

HapTable: An interactive tabletop
providing online haptic feedback
for touch gestures Emgin et al.

2

Haptic feedback
for touch
interaction on
display surfaces

Design and
implementation of
a multi–modal
digital interactive
display

Usability study

Occlusion-aware hand posture
based interaction on tabletop
projector Fujinawa et al.

3

Finger occlusion
on interacting
with projected
images

Depth
sensor-based
evaluation of hand
posture

Demonstration

Ray-casting based interaction using
an extended pull-out gesture for
interactive tabletops Fujita et al.

2
Exploration for a
pull-out gesture

Ray-casting based
interaction

Demonstration

Accurate and low-latency sensing
of touch contact on any surface
with finger-worn IMU sensor Gu
et al.

1

Optimization of
wearable finger
touch sensing on
surfaces

Evaluation of
response rates
based on different
finger modalities

Evaluation of
recall rates of
contact sensors

An evaluation of touch input at the
edge of a table Joshi and Vogel

1
Surface-edge
interaction for
occluded tabletops

Exploration of
edge tailored
gestures

Usability study

MagicPAPER: Tabletop interactive
projection device based on tangible
interaction Wu et al.

2
Interactive
tabletop projection

Development of a
multipurpose
sensor

Demonstration

Recognizing unintentional touch
on interactive tabletop Xu et al.

2
Robust touch
detection for
surface interaction

Study of user
behavioral
patterns on
tabletop surfaces

Comparative

Surfacestreams: A content-agnostic
streaming toolkit for interactive
surfaces Echtler

1
Communicating
interactive surface
information

Open source
development of a
information
transmission
pipeline

Demonstration

The TUIO 2.0 protocol: An
abstraction framework for tangible
interactive surfaces Kaltenbrunner
and Echtler

1
Formal description
for tabletop
semantics

Definition of
properties for
common
controller objects

—

Continued on next page
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Table 6 — continued from previous page

Study Score Focus Approach Validation

Prodesk: An interactive ubiquitous
desktop surface Wingert et al.

1
Tabletop surface
interaction

Extending WIMP
functionality and
surface user
interface concepts

Usability study

The interactive dining table, or pass
the weather widget, please Echtler
and Wimmer

2
Augmenting
tabletops with
projection images

Integrating
low-cost
projector-camera
systems into
everyday
environments

Living lab report

UbiBeam: An interactive
projector-camera system for
domestic deployment Gugenheimer
et al.

1

Qualitative study
on the practicality
of
projector-camera
systems

Study of
interaction
modalities

Usability study

Pervasive information through
constant personal projection: The
ambient mobile pervasive display
(AMP-D) Winkler et al.

1
Evaluation of
wearable projector
system

Study of
continuous
interaction space
controlled using
hand gestures

Demonstration of
interaction

metaphors and use
cases

WorldKit: Rapid and easy creation
of Ad-hoc interactive applications
on everyday surfaces Xiao et al.

3

On-the-fly
instantiation of
interactive
surfaces in
everyday
environments

Abstracting and
extending existing
projector-camera
system
implementations

Demonstration of
use case scenarios

Extended multitouch: Recovering
touch posture and differentiating
users using a depth
camera Murugappan et al.

1
Multi-user
tabletop touch
interactions

Study of
multi-user input
modalities

Usability study

Steerable augmented reality with
the Beamatron Wilson et al.

1
Steerable surface
projections

Depth
camera-based
interactions

Demonstration of
multi-view
projection

OmniTouch: Wearable multi-touch
interaction everywhere Harrison
et al.

1

Pervasive
interaction on
surfaces in
everyday
environments

Wearable depth
sensing

Usability study

Continued on next page
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Table 6 — continued from previous page

Study Score Focus Approach Validation

Combining multiple depth cameras
and projectors for interactions on,
above, and between
surfaces Wilson and Benko

1
Omni-directional
interaction with
surfaces

Processing
multiple depth
sensor view
perspectives

In the wild
usability study

A multitouch software
architecture Echtler and Klinker

2

Layered software
architecture for
surface interaction
interfaces

Systematic review
of existing
interaction
interfaces

Case study

The reacTable*: A Collaborative
Musical Instrument Kaltenbrunner
et al.

2
Tabletop tangible
user interface

Fiducial marker
vision engine

Case study

TUIO: A protocol for table-top
tangible user
interfaces Kaltenbrunner et al.

1
Formal description
for tabletop
semantics

Definition of
properties for
common
controller objects

—

PlayAnywhere: A Compact
Interactive Tabletop
Projection-Vision System Wilson

1

Mobile
front-projection
for surfaces in
everyday
environments

study Surface
projection and
user interaction
sensing in small
form factor,
mobile devices

Demonstration of
interactive surface
applications in

different
environments

Virtual object manipulation on a
table-top AR environment Kato
et al.

3

Detecting user
input for virtual
object
manipulation

Augmenting
interactive surface
tangibles with
imagery

Usability study

Integrating paper and digital
Information on EnhancedDesk: A
method for realtime finger tracking
on an augmented desk
system Koike et al.

2

Design and
implementation
for tabletop
surface

Exploring design
strategies for
interactive surface
implementations

Case study

Augmented surfaces: A spatially
continuous work space for hybrid
computing environments Rekimoto
and Saitoh

1

Design and
implementation
for spatially
continuous
interactive surface
environments

Exploring
continuous input
modalities

Case study

Continued on next page
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Table 6 — continued from previous page

Study Score Focus Approach Validation

The metaDESK: Models and
prototypes for tangible user
interfaces Ullmer and Ishii

2

Platform for
developing
interaction
techniques

Describing
interface
abstractions for
implementing
interactive
tabletop surfaces

Case study

B FRAMEWORK EVALUATION: MODELING EXISTING RESEARCH PROTO-
TYPES

As there is no standard methodology for evaluating model correctness [159, 184],
for validation, we employed the proposed framework to describe existing research
artifacts. For each modeled prototype, we assessed completeness, i.e., whether or not
the framework

• captured all concepts in the hardware, middleware, and software layers unam-
biguously,

• captured all associations between identified concepts across the separate layers,
and

• conveyed all arbitrary specifications.
We formulated model representations for ten prototypes [68–70, 80, 106, 150, 153,
168, 227, 230]. For each prototype, possible logical views for the hardware, middle-
ware, and software layers were modeled based on technical descriptions provided
in corresponding publications. As discussed in section 3, the Artefact framework fa-
cilitates modeling specifications, i.e., meta-modeling. The framework also enables
instantiating concrete software interfaces for the software layer, i.e., description of
APIs. For [69, 70, 80, 106, 227, 230], all high-level meta-models are captured adequately.
However, as APIs are not disclosed, the captured software models only describe possible
logical views derived from application descriptions in publications. The Artefact frame-
work also demonstrates utility in underlining non-disclosed hardware specifications,
i.e., technical descriptions omitted in corresponding publications. Four of the tenmodels
were cross-verified by the original developers of the prototypes [68, 150, 153, 168].
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B.1 Digital tabletop with head-mount gaze and eye-tracking

(a) Hardware model.

(b) Software model.

Fig. 13. Modeling the digital tabletop prototype. The software model shows a possible logical
view derived from the application described by Xu et al. in [230].
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B.2 Digital tabletop (Panasonic TH-50PH12) and motion-track system

(a) Hardware model.

(b) Software model.

Fig. 14. Modeling the digital tabletop prototype. The software model shows a possible logical
view derived from the application described by Fujita et al. in [70].
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B.3 Surface interaction wearables

(a) Hardware model.

(b) Software model.

Fig. 15. Modeling the surface interaction prototype. The software model shows a possible
logical view derived from the application described by Gu et al. in [80].
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B.4 Overhead projector-camera system for tabletops

(a) Hardware model.

(b) Software model.

Fig. 16. Modeling the projector-camera system prototype. The software model shows a possible
logical view derived from the application described by Fujinawa et al. in [69].
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B.5 Projector-camera system with a 10-camera Vicon system for tabletop
edges

(a) Hardware model.

(b) Software model.

Fig. 17. Modeling the projector-camera system prototype. The software model shows a possible
logical view derived from the application described by Joshi and Vogel in [106].
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B.6 Overhead projector-camera system for tabletops

(a) Hardware model.

(b) Software model.

Fig. 18. Modeling the projector-camera system prototype. The software model shows a possible
logical view derived from the application described by Wu et al. in [227].
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B.7 Back-projected interactive tabletop surface

(a) Hardware model.

(b) Software model.

Fig. 19. Modeling the projector-camera system prototype [168].
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B.8 Back-projected interactive wall

(a) Hardware model.

(b) Software model.

Fig. 20. Modeling the projector-camera system prototype [68].
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B.9 Back-projected interactive wall

(a) Hardware model.

(b) Software model.

Fig. 21. Modeling the projector-camera system prototype [150].
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B.10 Back-projected interactive wall

(a) Hardware model.

(b) Software model.

Fig. 22. Modeling the projector-camera system prototype [153].
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B.11 Back-projected interactive wall

(a) Middleware model.

Fig. 23. Modeling the projector-camera system prototype [153].

2.3 CRITICAL REMARKS

A general observation based on discussions with researchers in academia is that model-
driven methodologies are typically considered needless for research prototypes. One
speculation for this perspective is short-sighted vision on the life-cycle of research
artifacts in a broader context, i.e., outside the scope of academic contribution. Dis-
cussions with experts have also indicated an awareness of the far-reaching impact of
research artifacts, this in contrast to the replication crisis. Historically, when model-
driven methods initially emerged in the 1980s, the research space of HCI was still
in its infancy. As such, model-driven methodologies may not have been considered
significant at that point. However, we are witnessing an unprecedented accumulation
of embedded solutions [121]. Outside the research community, the open-source model
has been adopted on a global scale to keep up with fast-emerging hardware. Besides
the novel contributions, without strategies for diffusing emerging prototypical assets,
we cannot bridge the gap between originators of concepts and future developers.

In the larger context of addressing the replication crisis, the adoption of UML for
model-driven development has already gained traction in neighboring research spaces.
In [182], Salber et al. introduced the context toolkit: a UML-based modeling framework
that

• encapsulates of appearance and low-level implementations of physical devices,
• promotes technology-agnostic modeling,
• abstracts domain-specific components for flexibility, and
• enables reusable modeling constructs.

Similarly, in [10], Bardram introduced a UML-based API with a minimal set of core
interfaces and classes to support modeling implementations. The impact of [182]
and [10] forecast the role of model-driven approaches and their potential in enabling
developers to diffuse research concepts with a high level of detail, thus promoting
replicability.
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2.4 SUMMARY

A study exploring model-driven methodology for replicating research prototypes in the
space of interactive surface environments, has been presented. The concept of “models
as end products” [184], has been applied for the development of interactive surface
prototypes. As a contribution, the study has put forward a framework that targets a
shared approach to documenting, communicating, and diffusing prototypical concepts.
The contribution also provides for an approach to lending the benefits of model-driven
approaches to developers in the early design stages.



“The best way to predict the future is to invent it.” — Alan Kay
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3.2 RESEARCH CONTEXT

Emerging depth cameras have propelled the implementation of numerous interactive
surface prototypes [124, 140]. However, advances in depth-camera technology often
imply changes in sampling rates, process speeds, capture modes, image formats, and
communication interfaces. Consequently, despite the numerable benefits from emergent
depth cameras, constantly changing specifications antiquate software solutions in the
research community. To mitigate this setback, developers need to adopt strategies that
support efficiently bridging gaps introduced by changes in depth-camera specifications.
One tried-and-true approach is the open-sourcemodel [38, 117, 145]. Adopting the open-
source model for software solutions in the space of interactive surface environments
would promote

• community-based development and consolidation,
• community-based triage of outdated software,

43
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• community-based scaling,
• open support.

While these benefits are well-known [6], studies indicate that the open-source model
has not been adopted in the research community [51, 208].
The study presented in this chapter positions itself to promote the open-source model

by addressing the second subproblem, i.e., what open-source solution can support
developers to exploit non-trivial 3D point-cloud operations for spatial augmented
reality? 4 In line with first study, which has underlined how the replication crisis as a
direct consequence of researchers not disclosing implementation details, the second
study has focused on two aspects: First, given the pervasion of commodity depth
cameras in the research community, the study aims to equip developers with point-
cloud-based scene understanding, i.e., how actors and objects characterize dynamic
surface environments using 3D point clouds. Second, it targets open-sourcing the
software solution on GitHub, a common and freely accessible open-source platform.
5 While the study places emphasis on realizing a flexible 3D point-cloud processing
solution for variable depth cameras, it also focuses on lending the benefits of the
open-source model to developers in the space of interactive surface prototypes.

Manuscript2
3.3 ABSTRACT

Fig. 24. Segmenting candidate interaction regions on tabletop environments.

Easy access to depth sensors has promoted exploring how point clouds can be leveraged
to augment tabletops in the everyday context. However, point-cloud operations are
computationally expensive and challenging to perform in real-time, notably absent
dedicated GPU-compute resources. In this paper, we propose mitigating the high com-
putational costs associated with processing 3D point clouds from commodity sensors
by segmenting candidate-interaction regions near real-time. We put forward a CPU-
based strategy that reduces the computational space of point-cloud representations and
proposes candidate interaction regions for interactive tabletop implementations. We
4The research presented in this chapter has been published with published with the ACM International
Conference on Interactive Surfaces and Spaces [149]. The work can also be freely accessed on the Open
Science Framework [5].
5https://github.com/edisonslightbulbs/3DINTACToolkit

https://iss.acm.org/
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https://osf.io/ubgr3/
https://osf.io/ubgr3/


emphasize a generic solution apt for variable commodity depth cameras and modular
implementation for future development. For validation, we employ a popular depth
camera and apply the pipeline over a unique scene to establish initial performance mea-
sures. For the unique scene, our initial findings indicate that point-cloud data volumes
are reduced by up to 70%, segmenting candidate-interaction regions under 35 ms. Going
one step further, we condense the approach into an open-source solution and con-
clude the paper by elaborating on the benefits of the segmenting candidate-interaction
regions near real-time.

Additional Key Words and Phrases: depth cameras, 3D point-cloud segmentation, interactive
surfaces

3.4 INTRODUCTION

Commodity depth cameras have promoted using projector-camera systems to augment
un-instrumented surfaces such as tabletops [55], floors [226], and walls [80]. One promi-
nent strategy for augmenting un-instrumented surfaces is combining image processing
and depth perception-based techniques. This strategy can be seen in prevailing research
implementations, e.g., Light-space [220], 3D hand gesture interaction [45], Ubeam [81],
gesture recognition [35], Magic-paper [227], and adaptive augmented reality [165].
While 2D techniques enable detecting interactions, solely relying on 2D methods lim-
its the solution space of interactive surface applications. One such limitation is the
inability to perceive depth between two objects on coplanar surfaces. A promising
alternative to address this shortcoming is to employ 3D point-cloud representations of
scenes and augmenting 2D techniques with 3D information. However, processing 3D
point clouds is non-trivial and computationally expensive, particularly with limited
hardware resources. Wilson and Benko suggested constraining computations to an in-
teraction volume, i.e., a 3D region 10 𝑐𝑚 above a target tabletop surface [220]. Similarly,
Kaltenbrunner and Echtler suggested defining a fish tank; a rectangular 3D volume
extending above the table surface. [110].
Given a 3D point-cloud representation of a tabletop’s environment, segmenting the

interaction volume can also be framed as a necessary preprocessing step that mitigates
high computational space for downstream tasks. Existing model fitting techniques for
segmenting the interaction volume favor primitive shapes, such as planes, cylinders,
and spheres. However, the shape of the target surface is unknown ahead of time.
Therefore, there is no guarantee that a model-fitting approach would generalize well
for fitting arbitrary volumes. While there is a wealth of well-understood algorithms,
prevailing segmentation techniques do not target interactive surface implementations.
To our knowledge, no study has explored an open solution for segmenting candidate-
interaction regions as a preprocessing solution, which we consider essential to allow
for near real-time applications using limited hardware resources.
In this paper, we propose mitigating high computational costs on CPU architectures

by segmenting candidate-interaction regions near real-time. We put forward a pipeline
45
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𝑙

𝑑 = 10 cm
𝑤

(a) The interaction volume on a tabletop sur-
face [220].

(b) Interactive projection [36]. (c) Augmenta-
tion [227].

(d) Interaction [218].

Fig. 25. Using projector-camera systems to activate engaging interactions on un-instrumented
tabletop surfaces [36, 218, 227]. Depth perception enables interpreting how actors and objects
characterize a tabletop’s interaction volume, an essential step towards augmenting tabletops
with engaging mixed-reality.

for reducing compute-intense point-clouds from depth cameras. For validation, we
employ a popular depth camera over a unique scene to establish initial performance
measures. For the unique scene, our initial findings indicate that point-cloud data
volumes are reduced by up to 70%, segmenting candidate-interaction regions in under 35
ms. To streamline the proposed approach and promote community-based development,
we supplement an open-source project and conclude the paper by elaborating on the
benefits of the segmenting candidate-interaction regions near real-time.

3.5 RELATEDWORK

Given a 3D point-cloud representation of a tabletop environment, our review of related
work considers two standpoints:

i. fundamental segmentation techniques, i.e., for the task of segmenting the inter-
action volume [110, 220] and

ii. speacialized segmentation strategies for segmeting objects on tabletop surfaces.

3.5.1 Segmenting the interaction volume

Segmenting the interaction volume can be framed as the task of dynamically inferring
and fitting the interaction volume over a tabletop surface. The end goal is to define a
homogeneous region of interest, i.e., reduced computational space over which down-
stream processes can be constrained. We review model fitting, region growing, and
edge detection for this task.

Model fitting. Model fitting considers the mathematical properties of primitive shapes
for detecting and clustering regions of interest. Schnabel et al. demonstrated the com-
putational efficiency of optimized RANSAC [64] algorithms. The authors suggested
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using an octree to establish spatial proximity between samples, while maintaining the
generality and simplicity of the original algorithm [187]. Fayez et al. comparatively
analyzed the performance between extended RANSAC algorithms and the Hough
transform [8]. The authors highlighted the reliability of RANSAC over Hough trans-
forms, presenting performance measures over different point-cloud sets [61]. Rusu
et al. proposed statistical analysis and histogram feature estimation for re-sampling
and fitting geometric shapes in unorganized point clouds [181]. In [95], Hettiarachchi
and Wigdor proposed computing 2D convex hulls to create polygonal prisms, adopting
Euclidean cluster extraction for segmentation [180].

Region growing. Region growing considers two key aspects: selecting a seed point and
specifying criteria for determining that seed point’s neighbourhood [15]. Region grow-
ing is an iterative process that is recursed until a base condition is met. [Rabbani et al.]
suggested employing a smoothness constraint, surface normals, and neighborhood
size [170]. Lingni Ma et al. proposed determining the lowest curvature point as an initial
seed point and growing nearest neighborhoods based on a predefined angular threshold,
i.e., comparing neighboring point normals to a modeled plane normal [130]. Oesau
et al. proposed defining two conditions for seed selection: neighborhood planarity and
minimal distance to centroid cells. The authors suggested prioritizing neighborhood
planarity to achieve efficient growing for shapes with planar characteristics [160].

Edge detection. Given a point-cloud representation of multiple objects, edge detection
aims to define object boundaries using maximum discriminatory information. Early
approaches proposed gradient analysis, line fitting, and analysis of sharp changes in
unit normal vectors [17]. In [211], Wang et al. highlighted two common approaches:
polygonal-based methods [30, 213] and point based methods [82, 166]. Hubeli and
Gross proposed identifying edges using normal classification, isolating and refining the
edges over a thinning process [102]. Hildebrandt et al. explored anisotropic filtering,
using third-order derivatives of surfaces to establish discrete differential geometric
properties [96]. In [212], Watanabe and Belyaev also approximated Mean and Gaussian
curvatures using discrete differential geometric operators. Pauly et al. proposed lever-
aging target points as features and using covariance analysis of local neighborhoods.
The authors put forward a multi-resolution framework optimized for edge detection in
noisy point clouds [166]. Gumhold et al. also explored covariance analysis for noisy
point clouds. the authors proposed using scores to classify a point as either a crease,
bounding edge, or corner [82]. In [209], Wang et al. proposed using height differences
based on structural information within the point cloud.

3.5.2 Segmenting objects on tabletop surfaces

Our review considers [123] and [198]: two studies that have explored segmenting
objects in tabletop environments. Lai et al. put forward an approach to labeling tabletop
surface objects using sliding window detectors. In [123] the authors underlined how
solely relying on point cloud labeling does not fully exploit RGBD data and proposed



48

employing RGBD views to project class probabilities onto reconstructed scenes based
on voxel representation. As a result, Lai et al. demonstrated accurate labeling of objects
and contributed towards more robust image object detection. Trevor et al. put forward
an effective approach to semantic segmentation of organized 3D point clouds near real-
time. The authors proposed a three-step process, namely, normal estimation, planar
segmentation, and euclidean clustering [198]. Trevor et al. demonstrated fast semantic
segmentation of contiguous eucleadian clusters.

3.5.3 Discussion

The reviewed literature suggests that model fitting techniques favor primitive shapes
such as planes, cylinders, and spheres (i.e., given point cloud representations that corre-
spond to mathematical models in real space). However, as discussed by Kaltenbrunner
and Echtler and Wilson and Benko [110, 220], the interaction volume of a tabletop
surface is not tangible. In theory, one could adapt model fitting techniques for defining
the non-physical interaction volume. Although feasible, it diminishes the guarantee of
optimal runtime efficiency. Also, the shape of the target surface is unknown ahead of
time. Therefore, there is no guarantee that a model-fitting approach would generalize
well for fitting arbitrary volumes without additional strategies. In Section 5, we elab-
orate on this pitfall by looking at an existing toolkit that employs a RANSAC-based
strategy for segmenting the interaction volume. Approaches presented in [130, 160, 170]
suggest region growing to be a promising approach for optimal runtime efficiency.
Also, the approach put forward in [181] motivates exploring statistical analysis. As a
general note, although robust, all techniques identified in the body of literature incur
significantly high computational costs [211]; moreover, they do not target interactive
surface applications. In order to achieve real-time interactive surface applications (e.g.,
gesture [35, 220], touch [219], and projected augmented reality [221] applications) the
high computational costs must be mitigated.
Although Lai et al. demonstrated accurate semantic segmentation of 3D point cloud

representations of tabletop surfaces, their approach focused on robust image object
detection, omitting computational optimization. Interactive tabletop systems must
consider computational efficiency essential for real-time applications. The real-time
component is critical to achieving fluid user experience, i.e., applications with minimal
lag (i.e., a relatively long time between user input, e.g., tabletop touch and display
response). The voxelization and sliding window inference strategy would require
significant computational optimization in order to adapt it for segmentating candidate-
interaction regions in real-time, particularly on CPU architectures. On the other hand,
Trevor et al. put forward an optimized strategy to fast semantic segmentation of
tabletop surfaces. Towards preprocessing 3D point clouds for interactive applications,
employing euclidean clustering for segmenting contiguous spatial densities [198] is
a sound approach. However, some aspects of their strategy would need to be recon-
sidered to tailor the approach for interactive surface applications. The first, outlier
removal: 3D point clouds from commodity sensors are typically noisy, sparse, and
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at times, incoherent. A first critical step that would need to be addressed is outlier
removal to ensure the quality of the point cloud data. The second, persistent normal
estimation: Interactive surface implementations typically consider a fixed overhead
project-camera unit. As such, continuous normal estimation would not be necessary as
both the camera’s viewport and the tabletop surface would be fixed, i.e., the tabletop’s
plane need only be evaluated once. The third, optimizing processing time: Trevor et al.
achieved semantic segmentation in 80ms [198]. While fast, as a preprocessing filter
for downstream tasks, 80ms would propagate significant delays for interactive applica-
tions. As a preprocessing step, the time for semantic segmentation would need to be
reduced. Furthermore, while Trevor et al. have contributed a practicable approach, to
our knowledge, their software implementation has not been made open to the research
community and, as such, cannot be readily exploited as a building block for interactive
surface applications.

3.6 OUR APPROACH

Fig. 26. Pipeline operations for segmenting interaction regions. Pipeline filters include an
outlier removal filter, a coarse segmentation filter, a final segmentation filter, and a clustering
filter.

We propose a pipeline with four filters (see Fig. 26): an outlier removal filter, a coarse
segmentation filter, a final segmentation filter, and a clustering filter. Assumptions
that need to be considered for these pipeline operations to be valid are as follows: (a)
the depth sensor is mounted directly above a target tabletop surface; (b) the sensing
direction is approximately perpendicular to the target tabletop; (c) the line-of-sight
to the target tabletop is unoccluded; and (d) the sensing range, i.e., the distance be-
tween the depth sensor and the target tabletop surface, is within the boundary of
operational limitations specified by a vendor. In the following subsections, we outline
the implementation of each pipeline filter.

3.6.1 Segmenting interaction volume

Outlier removal. Wedenote an unorganized 3D point cloud using p = {𝑝1, 𝑝2, . . . , 𝑝𝑚}, 𝑝𝑖 =
(𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖) ∈ R3 and the corresponding centroid using 𝑝 = (𝑥,𝑦, 𝑧) ∈ R3. We denote the
set of Euclidean distance measures from the centroid 𝑝 to all points {𝑝1, 𝑝2, . . . , 𝑝𝑚}
using d = {𝑑1, 𝑑2, . . . , 𝑑𝑚}, 𝑑𝑖 = 𝑑𝑖 (𝑝𝑖 , 𝑝) ∈ R1 where,

𝑑𝑖 (𝑝𝑖 , 𝑝) =
√︃
(𝑝 − 𝑝𝑖)2. (1)
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Linear discriminant analysis [234] and statistical analysis are used for removing
outliers. Given a raw 3D point cloud, within-point variance is evaluated, and “distance-
outliers” [115] are identified and filtered out in a 4-step process:

1. The centroid 𝑝 is evaluated.
2. Distance measures 𝑑𝑖 = (𝑝𝑖 , 𝑝) are established.
3. Points {𝑝1, 𝑝2, . . . , 𝑝𝑚} are sorted based on ascending order of distance measures

{𝑑1, 𝑑2, . . . , 𝑑𝑚}.
4. Lastly, outliers are filtered out using the interquartile range test for normality

of distribution:

{𝑑𝑖 : 𝑑𝑖 < 𝑑 + 1.5𝜎} (2)

where 𝑑 is the mean and 𝜎 is the standard deviation. Algorithm 1 presents the
corresponding pseudocode.

Coarse segmentation. Given a set of denoised points p′, 𝑝 ′ is used to denote the
centroid. The set of points p′ are translated into distance vectors r such that r =

{𝑟1, 𝑟2, . . . , 𝑟𝑚}, 𝑟𝑖 ↦→ 𝑝 ′
𝑖 − 𝑝 ′ ∈ R3. Points that exist on a tabletop’s surface are de-

noted using t such that t = {𝑡1, 𝑡2, . . . , 𝑡𝑚}, 𝑡𝑖 = (𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖) ∈ R3. The set of points
q = {𝑞1, 𝑞2, . . . , 𝑞𝑚}, 𝑞𝑖 = (𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖) ∈ R3 is used to denote a coarse segment such that
t ⊆ q and q ⊆ p′. Given Assumptions 1 and 2, we exploit the depth sensor’s view
perspective: knowledge that the centroid 𝑝 ′ exists in the subset of points q. Coarse
segmentation therefore considers determining the face normal of the tabletop and
growing a region of interest that corresponds to the interaction volume. In order to
determine the face normal of the tabletop, we frame the task as a least squares problem
and employ the Eckart-Young-Mirsky matrix approximation theorem [75], computing
the singular value decomposition over p′ (Eq. 3).

𝐴 = 𝑈 Σ𝑉𝑇 (3)

where

𝑈 = (𝑢1, . . . , 𝑢𝑚), 𝑉 = (𝑣1, . . . , 𝑣3), Σ = 𝑑𝑖𝑎𝑔(𝜎1, . . . , 𝜎3) .

Given the standard form of the equation of a plane Eq. 4 and the normal vector of each
point 𝑝 ′

𝑖 as expressed in Eq. 5

𝐴𝑥 + 𝐵𝑦 +𝐶𝑧 = 𝐷, ®𝑁 = ⟨𝐴, 𝐵,𝐶⟩ (4, 5)

the left singular vectors (𝑈 ) corresponds to the 𝑥,𝑦, 𝑧 column vectors, where𝑚
is used to denote the number 3D points. The right singular vectors (𝑉 ) corresponds
to 3D-row vectors, and Σ corresponds to the diagonal singular values linked to the
left and right singular vectors. The minimized error in determining norm (i.e., the
Frobenius norm n) of the tabletop’s surface is given by 𝜎3 which is associated with 𝑣3.
The abstract process for region growing follows:

1. Points p′ are translated into direction vectors r using the centroid 𝑝 ′, i.e., 𝑟𝑖 ↦→
𝑝 ′

𝑖 − 𝑝 ′
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2. Singular value decomposition.
3. Growing a coarse segment using Eq. 6.

E = 𝑎𝑟𝑔𝑚𝑖𝑛

𝑚∑︁
𝑖=1

n · 𝑟𝑖 (6)

where E denotes the region growing constraint. Algorithm 2 in Appendix A provides
the pseudocode for coarse segmentation.

Final segmentation. Region growing implemented during coarse segmentation yields
the desired segment height above the tabletop surface. However, the area of segment
is overfitted. For final segmentation, we detect the tabletop’s boundary, i.e., confine the
area of the coarse segment to that of the tabletop’s area, thereby defining the desired
interaction volume. Our approach to detecting the boundary of the tabletop’s surface
area is two-fold: Given Eq. 4 and Eq. 5, we first we employ Silhouette edge detection
(Eq. 7). Then, as a final cleaning step, we assess the discontinuity in depth measures.

𝐴𝑥 + 𝐵𝑦 +𝐶𝑧 + 𝐷 =


> 0 front facing

= 0 parallel

< 0 back facing

(7)

The normal vector components utilized for Silhouette edge detection (i.e., 𝐴, 𝐵,𝐶)
correspond to those computed during coarse segmentation using Eq. 3. To detect the
tabletop boundary, we leverage the knowledge that face normals of the tabletop’s
edge are perpendicular to the sensor’s viewing direction. Therefore, face normals
that correspond to the boundary of the tabletop are characterized by a vanishing
depth component, i.e., a vanishing 𝑧 normal value. Fig. 27 depicts how discontinuity
in depth measures is used to determine the tabletop’s boundary. Once more, given
Assumptions 1 and 2, we leverage knowledge that points in proximity to the centroid
are a known subset of t. We re-frame analysis of discontinuity as the assessment of
the rate of change in depth measures. To this end, we heap and sort (in descending
order) the depth measures, i.e., for the set of points q. We then compute the maximum
second derivative, which coincides with the maximum “curvature elbow” (see Fig. 27).
Algorithm 3 in Appendix A provides the pseudocode for final segmentation.

3.6.2 Segmenting candidate interaction-regions

Given the set of points corresponding to interaction volume, the point cloud segment
is clustered into candidate interaction regions. For clustering, we adopt DBSCAN [59],
optimizing the original algorithm proposed by Ester et al. using nanoflann [18]. The
nanoflann optimization affords a worst-case computational complexity of 𝑂 (𝑛2). Algo-
rithm 4 in Appendix A presents the abstract algorithm for clustering using DBSCAN.
Implementation of the DBSCAN algorithm first requires the approximation of two
hyperparameters: 𝑘 and Y. We set 𝑘 = 4 as suggested by Ester et al.[59], and estimate
the Y neighborhood size using steps 1 — 6 in Algorithm 4. We note: estimating the Y
hyperparameter using the K-NN algorithm need only be done once as part of the initial
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Fig. 27. Edge detection using discontinuity in depthmeasures. Discontinuity in depthmeasures
from the region near the centroid is used for the final cleaning step.

setup for the depth sensor. If the sensor is changed, or should the initial position of the
sensor be displaced significantly, a recalculation of the Y hyperparameter is required.
We also note that the time taken to approximate Y varies significantly based on the
number of points provided by the depth sensor. (a good proxy to Y hyperparameter
suggested by Ester et al.), i.e., the maximum second derivative of the angular differences
between the sorted 4𝑡ℎ nearest neighbors of all points.

3.7 INITIAL PERFORMANCE ANALYSIS

A tabletop with walls and protruding structures in its vicinity was employed for val-
idation. The Kinect was mounted directly above the tabletop surface, 1.42𝑚 above
the tabletop, with a view direction approximately perpendicular to the target surface.
The Kinect itself was configured with a color resolution of 720p and a 2x2 binned
depth resolution (i.e., 512x512). 1 A desktop computer with 16G RAM and an AMD
Ryzen 7 3700X 4GHz CPU was also employed. On average, segmenting the interac-
tion volume took under 16𝑚𝑠 , with an average data reduction of 76.67%. Clustering
candidate interaction regions within the segmented interaction volume took under
~19.5𝑚𝑠 . Accordingly, graphed performance measures indicate that the runtime for
both processes increases steadily with an increase in point cloud size (Fig. 28—a). As
expected, contrasting runtimes of clustering entire unsegmented point clouds repre-
sentations against clustering segmented interaction volumes (Fig. 28—b) indicates a
44.28% reduction in runtime penalty in favor of the segmented point cloud. It is also
necessary to note that resulting spatial density clusters from the unsegmented point
cloud would still require additional computational strategies to determine the clusters
that correspond to the actual interaction volume.

1https://docs.microsoft.com/en-us/azure/kinect-dk/hardware-specificationdepth-camera-supported-
operating-modes
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Fig. 28. Initial performance report: Runtime performance over 1000 run instances. In (a),
outlier removal took under 6𝑚𝑠 , coarse segmentation took under 8𝑚𝑠 , and final segmentation
took under 4 𝑚𝑠 . In (b), clustering interaction regions without segmenting the interaction
volume first took between 34𝑚𝑠 and 35𝑚𝑠 . Clustering interaction regions after segmenting
the interaction volume took between 15.7𝑚𝑠 and 19.5𝑚𝑠 .

3.8 APPLICATION AND BENEFITS

To streamline exploring our approach, we also put forward 3DINTACT: an open-source
project for segmenting interaction regions on tabletop surfaces near real-timeThe
toolkit abstracts the proposed pipeline operations into small modular libraries that
developers can modify, adapt, and extend flexibly. The open-source project elaborates
using ready-made solutions for applications, including finding vacant surface space for
interactive projection, real-time rendering, and object detection.

3.8.1 A robust preprocessing filter

To show how our approach can be leveraged for processing in existing applications,
we form a concrete case using the SurfaceStreams toolkit [50].
SurfaceStreams is a toolkit that enablesmultiple display-camera systems to record and

share digital interactive media. A critical step that the toolkit considers is segmenting
the interaction volume. For this task, it employs a RANSAC-basedmodel-fitting strategy.
The resulting computational cost and high runtime (~295𝑚𝑠) obligate SurfaceStreams to
run the algorithm only once at startup. This approach leaves the problem of incidental
target surface displacement unaddressed. In place of the model-fitting strategy, the
toolkit could employ 3DINTACT to continuously segment the interaction volume
correctly. For the given tabletop environment (Fig. 30), benchmarking our approach
against the RANSAC-based strategy yielded results that indicate our approach to be
faster by up to 94.89%; a promising initial result. The significance of segmenting the
interaction volume near real-time is addressing the previously mentioned problem
while also mitigating subsequent processing costs currently necessary to determine
the interaction area [50]. 3DINTACT also simplifies real-time rendering processed 3D
point clouds which could be useful for applications such as telepresence and spatial
augmented reality.
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(a) Point cloud visualization for each pipeline operation over a home-office
test scenario.

0 20 40 60 80 100

Point-cloud data

Data reduced during outlier removal. Data reduced during coarse segmentation.
Data reduced during final segmentation. Data corresponding to final interaction volume.

13.76 % 52.12 % 10.78 % 23.94 %

(b) Average data reduction during outlier removal, coarse segmentation, and final segmentation for
the test scenario in (a).

Fig. 29. Preprocessing point-cloud data to minimize computational costs for downstream
tasks.

3.9 DISCUSSION

While the contribution we put forward targets a general solution for variable depth
cameras, initial validation has been limited to using the Kinect over a unique tabletop
environment. A well-rounded generalization of runtime and data reduction requires
extending validation to variable depth sensors and tabletop environments. Although
the computational complexity for each pipeline operation is outlined, the measured
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Fig. 30. Addressing challenges using our approach. In addition to RANSAC’s high runtime
penalty, fitting the dominant plane can yield undesired results in cases where the dominant
surface does not correspond to the target tabletop surface as illustrated in (a), where the
detected plane is the wall next to the tabletop. In (b), our approach correctly segments the
desired interactive region on the tabletop. Our approach relies on the camera sensor being
fixed directly above the tabletop surface. In instances where there are multiple tabletops in the
camera’s viewport, the surface most perpendicular to the camera will alwasy be segmented.

runtimes are subject to the capabilities of the specific computer in use. Future validation
considers employing variable depth sensors, tabletop environments, and computers
to realize a well-rounded generalization on performance. Given that our approach
trades off robustness offered by exhaustive redundant operations [158] for minimal
runtime penalty, future work must aim to optimize the robustness of the proposed
approach without compromising generality or incurring additional runtime penalty.
The work presented in this paper is a building block for interpreting how persons
and objects interact within a tabletop’s environment in real-time. Our next research
step aims to employ the segmented interaction regions for spatial awareness and
enabling interaction between mobile devices and tabletop surfaces using dynamic
surface projection.

3.10 CONCLUSION

Given an unorganized 3D point-cloud representation of a tabletop’s environment,
we have presented one possible approach to reducing high computational costs for
downstream operations on CPU architectures. The preprocessing strategy we propose
considers segmenting the interaction volume of a tabletop surface and clustering the
segment into candidate interaction regions. Our initial experiments have indicated that
the proposed approach requires under ~16𝑚𝑠 to segment the interaction volume and
~19.5𝑚𝑠 to cluster candidate interaction regions. These initial runtimes can serve to
benchmark comparable approaches in the future. In addition to presenting an initial
performance report, we have shown tacit benefits for an existing toolkit. Equally
exciting is the prospect of leveraging 3D point-cloud representations for interactive
surface applications, which we look to explore in future work.
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3.11 APPENDIX

A ALGORITHMS

Algorithm 1: Outlier removal.
The computational complexity of the algorithm in worst-case performance is
𝑂 (𝑛2).
Input: point cloud (raw point cloud)
Output: point cloud (denoised point cloud)

1 Compute 𝑝 .
2 for Each 𝑝𝑖 in {𝑝1, 𝑝2, . . . , 𝑝𝑚} do

3 𝑑𝑖 (𝑝𝑖 , 𝑝) =
√︃
(𝑝 − 𝑝𝑖 )2

4 Quicksort points in ascending order of distance.
5 for Each 𝑑𝑖 in {𝑑1, 𝑑2, . . . , 𝑑𝑚} do
6 if 𝑑𝑖 > ( 𝑑 + (1.5 × 𝜎) ) then
7 p \ {𝑝𝑖 } w.r.t. {𝑑𝑖 }

Algorithm 2: Coarse segmentation of interaction context.
The computational complexity of the algorithm in worst-case performance is
𝑂 (𝑛2).
Input: point cloud (denoised point cloud)
Output: point cloud (coarse segment)

1 Compute 𝑝 .
2 for Each 𝑝 ′

𝑖 in {𝑝 ′
1, 𝑝

′
2, . . . , 𝑝

′
𝑚} do

3 𝑟𝑖 ↦→ 𝑝 ′
𝑖 − 𝑝

4 Singular value decomposition of r .
5 for Each 𝑟𝑖 in {𝑟1, 𝑟2, . . . , 𝑟𝑚} do
6 if n · 𝑟𝑖 < E then
7 𝑞𝑖 ↦→ 𝑟𝑖 + 𝑝
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Algorithm 3: Final segmentation of tabletop interaction context.
The computational complexity of the algorithm in worst-case performance is
𝑂 (𝑛2).
Input: point cloud (Coarse segment)
Output: point cloud (Final segment)
// Silhouette-based analysis

1 for Each 𝑞𝑖 in {𝑞1, 𝑞2, . . . , 𝑞𝑚} do
// To detect the tabletop boundary, we leverage Assumptions 1 and 2, i.e.,

the knowledge that face normals of the tabletop’s edge face away from

the sensor’s viewing direction. Therefore, face normals that correspond

to the boundary of the tabletop are characterized by a vanishing 𝑧

normal component.

2 if | |{𝑞𝑖 }𝑧 | | < 0 then
3 q \ {𝑞𝑖 }

// Depth-based analysis

4 Quicksort q in descending order of depth measures.
5 Compute the maximum second derivative.
// Use the point that coincides with the maximum second derivative {𝑞𝑚}𝑧 to

confine the boundary of tabletop surface area, viz, final segmentation.

6 for Each 𝑞𝑖 in {𝑞1, 𝑞2, . . . , 𝑞𝑚} do
7 if {𝑞𝑖 }𝑧 > {𝑞𝑚}𝑧 then
8 q \ {𝑞𝑖 }

9 t ↦→ q

Algorithm 4: Clustering candidate interaction regions.
The computational complexity of the optimized DBSCAN algorithm in worst-
case performance is 𝑂 (𝑛2).
Input: point cloud (segmented interaction volume)
Output: point cloud (candidate interaction regions)

1 Do DBSCAN using the maximum second derivative as a proxy to the Y-neighbourhood.
// Estimation of DBSCAN hyperparameters (a non real-time operation that need

only be done once)

(1) Evaluate the 4𝑡ℎ nearest neighbors of all points in the segmented interaction

volume.

(2) Heap the evaluated 4𝑡ℎ nearest neighbors.

(3) Sort the evaluated 4𝑡ℎ nearest neighbors in descending order.

(4) Compute the successive angular differences of the sorted 4𝑡ℎ nearest

neighbors.

(5) Compute the second derivative of the successive angular differences.

(6) Determine the maximum second derivative.
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3.2 CRITICAL REMARKS

Commodity depth cameras have played a central role in the exploration of spatial
augmented reality for interactive surface environments. As a result, the research com-
munity has accumulated considerable software solutions that leverage modern depth
cameras for interactive applications [2, 119, 177]. While the solutions are quintessential,
this study underlines two significant setbacks surrounding software contributions in
the HCI’s research community.

(1) Current software contributions are, by and large, highly application-specific:
While this may result from researchers targeting specific application contexts,
a common underlying factor observable from the different solutions is the re-
implementation of similar building blocks. Speculation for this redundancy is
the lack of emphasis on the reuse of components from existing solutions. A
promising approach to address this pitfall is promoting the abstraction and
reuse of fundamental building blocks in research contributions.

(2) Research software solutions are not open-sourced:
The space of HCI generally does not promote transparent technical develop-
ment trails [51]. Study assets such as source-code and hardware specifications
are generally left un-disclosed [208]. As a consequence, the research commu-
nity is unable to crowdsource the development of academic contributions. The
inability to leverage community-based development hinders prolonging the
lifespan of research solutions which are antiquated by fast-evolving embed-
ded hardware. Although few research contributions have been made openly
accessible to the public [88, 222], as mentioned earlier, the solutions are highly
application-specific. Therefore, abstracting fundamental building blocks from
such structurally complex and targeted solutions is non-trivial.

Another short-coming identified by the study is as follows. Software contributions
that have been put forward in the research community for processing 3D point clouds
demand high-compute capability. A dedicated high-performance GPU is assumed to
be a given [41, 103]. Although GPU-based processing yields remarkable computing
performance, a sound argument can be made for the continued exploration of CPU-
based processing techniques. In the research space interactive surface environments,
non-obtrusive integration of interactive surface systems into physical environments is
desirable. Thus, it follows: mobile, small-form-factor, embedded solutions that facilitate
seamless integration are highly attractive for everyday living environments. We note
here, while 3dintact targets embedded devices such as the RasPi, hardware performance
remains subject to sensor specifications outlined by vendors. To elaborate, Microsoft’s
Azure Kinect requires a non-dedicated GPU for the optimal acquisition of synchronous
RGBD frames. While it is feasible to use the Azure Kinect with an embedded board
such as the Beaglebone, our exploratory tests pointed to significant frame dropping,
which is undesirable.
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The software solution put forward in this study centers around fast filtration of
3D point clouds to minimize computational effort for downstream tasks on CPU
architectures. It promotes exploring 3D point cloud processing techniques on mobile
devices and embedded solutions without compute-intense hardware requirements.

3.3 SUMMARY

The study presented in this chapter contributes an approach to preprocessing 3D
point clouds from commodity depth cameras for interactive surface applications. It has
focused on fast segmentation of candidate-interaction regions to reduce the compu-
tational effort required for downstream tasks. As a core contribution, the study has
put forward a rich set of libraries (see Appendix) and a toolkit2 freely accessible on
GitHub.

2https://github.com/edisonslightbulbs/3DINTACToolkit



“Every once in a while, a new technology, an old problem, and a big idea
turn into an innovation.” — Dean Kamen

4
Integrating mobile devices into

interactive surface environments

4.1 CONTRIBUTORS

Co-author: Florian Echtler
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affiliation: Aalborg University, Aalborg, Denmark
Contribution: Critical review

4.2 RESEARCH CONTEXT

The first two studies presented in this dissertation aim to contribute towards addressing
the replication crisis. While the first introduces a shared syntax that enables exchang-
ing interactive-surface models, the second promotes using Github for open-source
development. The aim of this final study is twofold: First, to apply the software contri-
bution from the second study to elaborate on the utility of fast filtration of 3D point
clouds on CPU architectures. Second, to contribute a robust strategy for exploring
interaction concepts between mobile devices and interactive surfaces. The study em-
phasizes a transparent development trail to promote repeatability. While the scholarly
work follows the template for publication, all technical implementation strategies are
outlined, and all software contributions are open-sourced. The interaction context of
the research is discussed in the following.
Smartphones help us communicate and organize everyday activities. But beyond

enabling instant access to today’s digital world, smartphones have, inarguably, evolved
into personal assistants inseparable from everyday life. In the context of prevalent
assistants, in the non-digital domain, tables also enable a broad spectrum of arbitrary
day-to-day functions. Drawing parallels, both assistants have pervasive interaction
spaces. Moreover, an intersection between the two interaction spaces can be observed.

60



Multiple digital interactions from mobile devices are contiguous with physical inter-
action on tabletop surfaces. However, despite the intersection, there is no connection
between the interaction spaces. That is to say, digital interactions on smartphones do
not extend to the tabletop. Conversely, the physical interactions on tabletop surfaces
do not extend to the digital interaction space on smartphones.
The motivation of this study is to establish a robust strategy that enables exploring

the intersection between the digital and physical interactive spaces frommobile devices
and tabletop surfaces. While this research direction has been explored in the past [57,
95, 185], advent SAR techniques and state-of-the-art vision sensors motivate developing
new strategies. In order to address the final subproblem: Given the open-source solution
contributed in the second study, what concrete application can be developed to highlight
the interaction space between tabletops and personal mobile devices? the strategy we
propose builds on the open-source solution contributed in the second study. As a core
contribution, we detail a concrete hardware-software concept that enables leveraging
state-of-art CNN-based object detection. 3

Manuscript3
4.3 ABSTRACT

Fig. 31. Device-surface interaction using Traceless.

Multiple approaches have been put forward for augmenting interactive surface envi-
ronments. However, spatial awareness while incorporating ubiquitous devices as active
components in computing environments remains a foremost problem. Also, advances
in deep learning algorithms and sensor technology over the last six years motivate
furthering established approaches. We present Traceless, a projector-camera unit that
enables communication between inanimate tabletop surfaces and personal mobile de-
vices. Traceless uses a novel combination of spatial-density clustering and CNN-based
object detection to augment tabletop surfaces with spatial awareness. It also employs
Bluetooth to integrate personal mobile devices into augmented tabletop environments.
In this paper, we describe the implementation of Traceless and demonstrate its potential
for turning mobile devices into active components in a computing environment. We
conclude with observations from a pilot study and discuss current limitations and
potential future extensions. Our approach highlights the benefits of combining depth
perception and deep learning algorithms, contributing a contemporary method with a
broad range of applications.
3The research presented in this chapter remains on track for publication. In parallel, a current revision of
the work can has been made freely accessible on the [4].

1

https://osf.io/x3dg6/
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4.4 INTRODUCTION

Interactive surface environments have re-imagined the potential for concurrent inter-
actions between ubiquitous mobile devices and tabletops (see Fig. 32). While tabletops
provide assistive platforms that simplify interacting with physical and digital media,
mobile devices have evolved into personal digital assistants inseparable from everyday
life. The goal of interactive surface environments is to blur the lines between ubiquitous
mobile devices and day-to-day surfaces, overlaying information onto real-world objects
to enhance user experience. Toward this end, variable approaches have been proposed:
use of markers, [172], instrumentation of tabletops [53], and augmenting surfaces with
peripheral sensors [94]. These different approaches have in turn given rise to new
interaction concepts such as “proxemic” interactions [9, 186] and “spatially-aware cross-
device” interactions [167, 171]. A cornerstone for interactive surface environments is
integrating ubiquitous devices [77, 104, 171]. Although different approaches have been
put forward [94, 185, 224], enabling spatial awareness while incorporating ubiquitous
devices as active components in computing environments is still a challenge. Moreover,
recent advances in vision techniques [196, 210], small-form-factor sensors [121, 142],
and Bluetooth technology [19] motivate revising existing approaches to realize a con-
temporary approach. In this paper, we present Traceless, a projector-camera unit that

(a) PhoneTouch [185]. (b) Cross-
device [186].

(c) CI [54]. (d) Lumi-
nAR [129].

Fig. 32. Interactive surface environments [54, 129, 185, 186].

enables communication between inanimate tabletop surfaces and personal mobile
devices. Traceless combines spatial-density clustering and CNN-based object detection
to apply a novel technique for augmenting tabletop surfaces with spatial awareness. It
also employs Bluetooth to integrate mobile devices into augmented tabletop environ-
ments. Our goal is to contribute a robust new method for integrating personal digital
assistants into augmented tabletop environments, thereby supporting further develop-
ment of HCI concepts that center around integrating mobile devices into augmented
surface environments. As such, our study outlines Traceless’s development trail, shows
proof-of-concept, and concludes with observations from a pilot study.
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4.5 LITERATURE REVIEW

Traceless centers around spatial augmented reality: design for minimal obtrusiveness
while augmenting un-instrumented day-to-day tabletop surfaces. The envisioned con-
cept considers overhead mounting of a projector-camera unit with fixed rotation and
translation between the camera and projector. For spatial awareness, we targeted
leveraging depth perception and CNN-based object detection. Given these consider-
ations, our literature review encompassed (a) configuring projector-camera systems
for spatial augmented reality, (b) object detection using state-of-the-art deep learning
techniques, (c) depth perception using new small-form-factor depth cameras, and (d)
studying prevailing approaches for integrating mobile devices into interactive surface
environments.

4.5.1 Projector-camera calibration

Geometric calibration can be classed into four primary methods: local homography,
global homography, object reference, and self-calibration. Local homography meth-
ods evaluate the mapping between camera space and image space to address image
misalignment [127, 147]. Global homography methods evaluate the mapping between
world space and image space [49, 138, 163]. Object reference methods rely on real-
world objects with known geometry [60]. Self-calibration methods involve moving the
camera about a static scene [23, 139]. Given a homography, Zhang proposed applying
a closed-form solution to evaluate the homogeneous equations used for determining
the intrinsic and extrinsic parameters. Zhang pointed out that noise compromises
the rotation matrix’s correctness and suggested single value decomposition for opti-
mization [76, 238]. In [46], Dhillon and Govindu put forward an image reconstruction
pipeline. Their approach employed a calibration filter based on a Matlab calibration
toolkit [24]. Fiala explored using a fiducial marker system and in [62], the authors
demonstrated how the ARToolkit and ARTag [63] could be utilized to evaluate cor-
respondences. Chen and Chien and Moreno and Taubin addressed the challenge of
nonlinear distortion from off-the-shelf projectors [32, 147]. In [32], the authors put
forward a self-correcting closed-loop system to support evaluating the intrinsic and ex-
trinsic parameters. Their approach extended [237] with an iterative nonlinear corrective
model. Yang et al. addressed the loss of image focus over long range projection distances
in [233]. They proposed establishing point correspondences using the local geomet-
ric consensus [232]: an algorithm for matching random point patterns undergoing
geometric transformations in real-time. Their approach minimized re-projection error
by evaluating randomly generated dot patterns. Yang et al. implemented a projector-
camera system and demonstrated optimized reduction in re-projection error, contrast-
ing their results with results from [5]. Boroomand et al. proposed projective correction,
estimating calibration parameters together with surface geometry simultaneously to
address distortion of projection images consequent from uneven surfaces [22]. Their
approach extended [231], substituting the one-parameter model [65, 193], with the
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Brown camera distortion model [28], and using the Gold standard [87] in place of
the Simpson approximation [141] for evaluating the projection error and correcting
noisy point correspondences. Boroomand et al. projected a reference black and white
checkerboard image onto a non-flat surface and comparatively analyzed the extracted
corners from different images to determine the mean squared error between the initial
reference and corrected checkerboard image. The authors demonstrated re-projection
of a video to illustrate natural image re-projection, showcasing the mitigation of dis-
tortion caused by uneven surfaces[22]. Willi and Grundhöfer proposed automatically
calibrating multi-projector-camera systems using light pattern sequences. In [216],
they proposed a self-calibration algorithm to generate sub-pixel correspondences for
intrinsic and extrinsic parameters between multiple projector-camera systems.
Shahpaski et al. also proposed a structured light-based algorithm, focusing on pattern

design [14]. In [190], they used an image set of four different objects, comparatively
analyzing the performance of their method against the performance of the method
presented in [5]. Li et al. also presented a study that considered structured light for
automatically estimating intrinsic, extrinsic, and distortion parameters [126]. Given
noisy point correspondences, they proposed a multi-factor objective function for deter-
mining maximum-likelihood estimates. For validation, Li et al. demonstrated robust
self-calibration, effectively projecting and texture mapping on an outdoor building
wall with transient outdoor lighting conditions. Huang et al. highlighted inaccurate
homography estimation from incorrect camera parameters and noise caused by im-
perfect calibration-target planes and proposed a graph-theory-based correspondence
algorithm with color-coded structured light patterns for optimizing against noise from
imperfect target calibration planes. In [101] the authors also suggested photometric
compensation [79, 99, 100, 157] as an alternative for addressing inaccurate homography
estimation.

4.5.2 Object detection

Object detection typically consists of three main stages: region selection, feature extrac-
tion, and classification. Region selection considers identifying image areas with defin-
able characteristics using maximum discriminatory information. Feature extraction is
the evaluation of image areas to determine subsets containing maximum discriminatory
information. Feature extraction uses cognitive representations of observable object
features [179] such as blobs, corners, and edges [20, 74]. The cognitive representations
commonly used to perceive objects include SIFT [132], HOG [42], Haar-like [128],
SURF [156], BRIEF [29] and ORB [34]. Once region selection and feature extraction
have been achieved, the final stage in object detection is classification. Given an object
in an image, classification is the process of predicting that object’s class and labeling
it [120, 191]. Modern approaches frame object detection as a regression problem and
wrap region selection, feature extraction, and classification into a single model. This
model is then used as a solution for labeling and inferring bounding boxes around
detected objects.
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From here on out, we use the term detection models to refer to various existing object
detection networks. Detection models are pre-trained, end-to-end networks that are
optimized for object detection. Examples of detection models include R-CNN [74], Fast
R-CNN [73], Faster R-CNN [176], SPPnet [90], YOLO [173], Mask R-CNN [89], and
YOLO9000 [174]. Detection models use machine learning and annotated datasets to
automate manual feature extraction [20, 21]. The annotated datasets typically group
images of real-world objects categorically, using unique scenes as a grouping criteria.
Dataset images are taken frommultiple views and annotated over color and depth infor-
mation [122]. Detection models address feature engineering, thus enabling automated
detection of both image features [42, 133, 164], and convolutional features [48].

4.5.3 Integrating mobile devices

Wilson and Sarin presented an interactive surface system (ISS) that combines image pro-
cessing and Bluetooth to handshake mobile devices. The authors proposed using an ISS
as a beacon and locating mobile devices utilizing peripheral mobile-device sensors [224].
Akin to [224], Mäkelä et al. also leveraged an ISS as a beacon, combining image pro-
cessing with peripheral mobile device sensors to realize spatial-aware interaction [136].
Vepsäläinen et al. explored different strategies for initiating communication between an
ISS and mobile devices, contrasting NFC and QR code over Wi-Fi and 3G [206]. In [172],
Rädle et al. proposed leveraging co-located mobile devices to achieve spatial awareness
(i.e., awareness of a mobile device relative to another). Extending [172], Rädle et al.
suggested using a polarization filter to support detecting mobile devices characterized
by OLED-based (organic light-emitting diode) screens. The authors proposed shining
polarized light to mitigate light reflections on the OLED screens [171]. Bazo and Echtler
proposed using NFC tags and optical markers on instrumented tabletop surface [11].

Discussion. For practical application in the everyday context, we argue that spatial
awareness on tabletops must consider the geometry of all physical tabletop objects,
i.e., global spatial awareness. While the approach presented in [224] has been in-
fluential [136], it does not address spatial awareness. We also put forward that an
unobtrusive sensing solution is desirable for everyday environments, one that does
not require instrumenting the tabletop [11] nor additional hardware [171] besides a
small-form-factor RGBD camera. While detecting OLED screens using depth cameras
is challenging, we elaborate on a robust approach that does not require specialized
sensing hardware in the section that follows. Given that day-to-day environments are
characterized by various activities, a spatial augmented reality-based approach needs
to address the critical challenge of occlusion.
Our literature review on depth perception and scene understanding for tabletops has

digressed into a separate study focusing on spatial awareness using 3D-point clouds.
The study contributes 3DINTACT 1: an open-source project for segmenting candidate
interaction regions on tabletop surfaces near real-time. In view of the study and the
1https://github.com/edisonslightbulbs/3DINTACToolkit
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tool contributed by the authors of this paper, we have excluded a literature review
on depth perception. Literature reviewed for configuring projector-camera systems
extends a classical approach put forward by Tsai. As this approach is expansive, we
present a concise summary of its formulation in Appendix A. Given our consideration of
fixed rotation and translation between the camera and projector, we adopt Boroomand
et al.’s approach to projector-camera calibration. However, as opposed to MATLAB,
we use OpenCV [162] to exploit Zhang’s technique. Our review has identified Faster R-
CNN [176], SPPnet [90], and Mask R-CNN [89] as prominent, accessible, and adaptable
solutions. In addition, Ultralytic’s YOLOv5 [203] facilitates a detection model well-
adapted for real-time object detection: what we underline as an essential component
for interactive surface applications. As evinced in [136, 224], Bluetooth remains a
pervading technology for most mobile devices, which we also look to exploit.

4.6 REALIZING TRACELESS

4.6.1 Hardware components

We employ Microsoft’s Azure Kinect to exploit its 1-MP time-of-flight depth sensor,
a 12-MP RBG sensor, and synchronized RGBD streams for vision sensing and depth
perception. Besides a configurable depth resolution and field-of-view, the kinect’s
small-form-factor supports unobtrusive hardware installation. For projection, Philip’s
NeoPix Ultra (NPX640/INT) is used. Lastly, we adopt a workstation computer with 16G
RAM, a GeForce RTX2070S 8G GPU, and an AMD Ryzen 7 3700X 4GHz CPU for local
processing. The workstation uses an ASUS X570-I, which facilitates 802.11a/b/g/n/ac
and Bluetooth wireless communication peripherals.

Fig. 33. Traceless comprises a workstation computer (a), projector-camera unit (b), and HDMI
and USB cable connection (c). The software implementation considers four essential parallel
processes to augment non-instrumented tabletops and integrate mobile devices.

4.6.2 Software components

Software is implemented on a Unix platform; Ubuntu 20.04.2.0. With reference to Fig. 33,
this section outlines how we implement

a. spatial awareness,
b. communication,
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c. mobile-device detection,
d. surface registration,
e. projector-camera calibration, and
f. spatial-aware projection.

3D point cloud-based spatial awareness. Given synchronous RGBD streams [143], 3DIN-
TACT segments the tabletop interaction region [110, 220] and provides candidate
interaction regions (CIRs). The CIRs are then used to define profiles: generic geomet-
ric (3D) representations of objects of interest, e.g., mobile devices, and non-occluded
tabletop space.

(a) Tabletop envi-
ronment.

(b) 3D point cloud of
tabletop environment.

(c) Segment of target
tabletop
(colored blue).

(d) 3D point-cloud seg-
ment of
target tabletop.

(e) 3D spatial-density
clusters of segmented
tabletop surface.

(f) Profiles of tabletop ob-
jects.

Fig. 34. Using 3DINTACT to extract profiles of tabletop objects. Given a 3D point-cloud
representation of a tabletop environment, 3DINTACT segments the target region of interest
and does boundary segmentation under 30𝑚𝑠 . A limitation not addressed in this study is
detecting mobile devices that do not rest directly on the tabletop surface. This challenge can
be observed with the “vanishing” watch on the book stack: light reflections on OLED displays
of devices not directly on the tabletop surface have not been addressed.

Bluetooth communication. To realize wireless communication between Traceless and
mobile devices, we use the Bluez DBUS API to implement Bluetooth services over
RFCOMM sockets. We also implement custom mobile-device software for streaming
transport over the RFCOMM sockets. Given that Android APIs provide open and
extensive support for data transmission using RFCOMM sockets, initial development of
the mobile-device software is restricted to Android devices. Communication channels
between Traceless and mobile devices are established as follows. Devices are first
required to pair with the ISS. This conventional security measure needs only be done
once and is necessary to inform the ISS about the existence of trusted devices. The
custommobile-device software automates the process of pairing and facilitates seamless
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connection to the ISS. Given that modern Android smartphones are equipped with
multiple sensors, we also employ custom mobile-device software to support contextual-
device discovery. When available, accelerometer and gravity sensor data is fused
and used to identify devices whose context (i.e., position and relative orientation)
corresponds to devices lying on a horizontal surface; candidate mobile devices typically
not in use. This feature aids our approach to correctly detecting mobile devices, which
we discuss further below.

Fig. 35. Traceless employs three strategies for robust detection of mobile devices. The first
strategy (a) assesses spatial-density profiles from 3D point clouds. The second strategy (b)
relies on image-object detection. The third strategy (c) does a Bluetooth sweep to discover
paired within-range mobile devices.

Fig. 36. Leveraging the Yolov5 detection model, transfer learning is used to train a custom de-
tection model. 250 color-to-depth-transformed images captured in variable lighting conditions
were annotated for training a detection model.

Mobile device detection. Fig. 35 summarizes our methodology for detecting and hand-
shaking with mobile devices. Foreground masks from successive background subtrac-
tion are employed. If changes on the tabletop surface, as indicated by the foreground



68

masks, are greater than a preset threshold, a detection sequence is triggered. Once
triggered, Traceless utilizes three detection schemes (see Fig 35).
In the first scheme, if a spatial-density profile corresponding to a mobile device

is detected, a handshake is attempted (Fig 35.d). If the handshake is successful, the
bounding edge of the mobile device is referenced from the spatial-density profile for
projecting application-specific media. This approach enables Traceless to find vacant
space nearest to the mobile device, thus allowing for spatial-aware projection.
The second scheme employs a custom detectionmodel trained based on YOLOv5 [203].

The custom model is trained using transfer learning to detect mobile devices from
synchronized RGBD streams captured by the kinect. Once a mobile device is detected,
the class labels, confidence, and bounding boxes from the custom detection model are
used to identify the corresponding boundaries of devices on the tabletop. Akin to the
first scheme, the bounding edge of the mobile device is referenced from the bounding
box and used to project application-specific media intuitively.
The third scheme uses a blind Bluetooth scan to discover paired within-range mobile

devices. We refer to the scan as blind as it is triggered if and only if vision-based sensing
fails. Given a mobile device on the tabletop, for instances where vision-based detection
is unsuccessful and a device is detected through a Bluetooth scan, Traceless attempts
to learn the device’s position using background subtraction. This fail-safe contingency
attempts to identify foreground masks that correspond to the geometry of typical
mobile devices. Traceless leverages sensor-aided context analysis (Fig. 35.d.1) and
handshake indicators (Fig. 35.d.2) to recover a mobile device’s bounding edge, which is
necessary for spatial-aware projection. Upon successful detection and handshaking
with mobile devices, application-specific data transmission begins.
The shortcomings of each detection scheme are mitigated through redundancy.

Ambient lighting limits detecting mobile devices solely using an object detection model,
and thus depth perception is also employed. While Bluetooth scans and background
subtraction are adequate for evaluating device position, spatial-density profiles are
necessary to enable Traceless with spatial awareness. The spatial awareness, in turn,
enables intuitive media projection on the tabletop surface.

Surface registration and projector-camera calibration. As mentioned in Section 4.5,
mounting is such that rotation and translation between the camera and projector
are fixed (see Fig. 37). In appendices B.1— B.2, we outline our approach to projector-
camera calibration. To supplement the adopted approach, we also contribute a C++
library that abstracts the complexity of the calibration process

Spatial-aware projection. As mentioned earlier, Traceless uses synchronous RGBD
streams to achieve spatial awareness and detect objects’ boundaries in world space.
Given depth perception from the Kinect and a calibrated projector-camera unit, the
spatial-density profiles from synchronized RGBD point clouds are a proportionate
representation (i.e., with millimeter accuracy) of the geometric characteristics of objects
in world space. In other words, the spatial-density profiles from synchronized RGBD
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(a) Projector-camera installation. (b) Overlapping field of view
between the projector and
camera.

Fig. 37. Overhead mounting of the projector-kinect unit. Installation is such that the projector
and kinect share field of view.

point clouds can be superimposed onto world space. The synchronized depth and
color thus enable operations on 2D images to be mapped to 3D point clouds and vice
versa. We utilize this perception to realize “device-to-surface” interaction: identifying
vacant space near a mobile device and extending the display area of that device to
the tabletop surface intuitively. Successful re-projection of the synchronized depth
image implies the correct superposition of the corresponding spatial-density profiles.
Fig. 38 illustrates our approach to re-projecting the synchronized depth image onto
the tabletop surface.

4.7 INTERCEPTING DEVICE NOTIFICATIONS

A typical scenario in everyday living and working environments is the arbitrary place-
ment of smartphones on tabletop surfaces. Setting aside a mobile device frees the user
to perform other tasks. However, while engaging in other tasks on the tabletop, or
non-digital assistant, the user is often obligated to disengage from their personal digital
assistant momentarily. We evaluate:

• The activation of spatial awareness on a tabletop surface.
• Robust detection and handshaking with mobile devices.
• Seamless communication between mobile devices and Traceless.

For a concrete application, we integrate ad-hoc mobile devices into a tabletop en-
vironment and demonstrate using media projection and the interception of device
notifications. Once notifications are intercepted, Traceless augments the tabletop sur-
face with spatially aware media prompts. This spatial-aware projection the basis of
what we refer to as device-surface interaction. The aim of device-surface interaction is
to bridge the interaction gap between mobile devices and tabletop surfaces in the con-
text of digital and non-digital assistants in the daily life. We invite users to participate
in a pilot study with an active demonstration as part of our evaluation. The pilot study
is leverage to collect an initial set of observations and learn end-users’ perceptions
towards informing the development of future applications.
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Fig. 38. Surface registration and re-projection. (a) describes how we apply projector-camera
calibration to un-distort captured images and pre-distort projected images. We also elaborate
on the methodology adopted to segment the projection area (a.1) and extract the region of
interest (a.2). Once extracted, we reproject the region of interest as shown in (b).

4.7.1 Device-to-surface interaction

When a profile that corresponds to a mobile device (i.e., a cuboid shape with area less
than 20000𝑚𝑚2 and breadth less than 10𝑚𝑚) is identified, image-object detection is
triggered. Once a device is detected, handshaking is initialized. During the handshake
process, a red boundary is projected around the detected mobile device. After hand-
shaking, the red-colored boundary turns green and blinks twice before turning off.
This visual feedback indicates that a communication channel has been successfully
linked between the mobile device and Traceless. Once a communication channel is
established, Traceless queries the list of application services over which permission
is granted for intercepting notifications. When a notification is intercepted, Traceless
evaluates the location of the mobile device and the spatial orientation of the tabletop
to find the nearest unoccluded surface to project media. Device-surface interaction is
stopped when the user picks up the mobile device.
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Fig. 39. Intercepting shared notification services and prompting users using the tabletop.

4.7.2 Pilot study

While no formal usability study has been done, we invited four users to participate
in a qualitative pilot study. The study sought to identify drawbacks associated with
using Traceless while learning the perceptions of end-users. The study also targeted
discovering applications envisioned by users. Acquaintances and work colleagues were
invited to participate. The only requirement outlined for the study was owning a
personal mobile device. Each user was allocated a session where:

a. The goal of the research was outlined.
b. Traceless’s features and limitations were described.
c. Two Android smartphones were presented (Nexus 5 and Motorola G7 already

paired with Traceless).

We informed the users that both devices came pre-installed with Google Hangouts
and Discord and paired with Traceless beforehand.We also elaborated on how Traceless
intercepts message notification-service signatures and not the messages themselves.
The users were then asked to connect one device to Traceless by merely placing it on
the tabletop’s surface at an arbitrary position. Traceless would then attempt to connect
with that device. Upon successful handshake, we asked the user to utilize the other
device to send a chat message to the one on the tabletop. Once sent, Traceless would
intercept the notification and project the corresponding chat icon on the vacant surface
space closest to the device laying on the tabletop. We then asked users to interact with
the mobile device or surface projection. They could slide the device across the surface
to see how the projected icon would follow along, intuitively avoiding occluded surface
space. Alternatively, the users could occlude the projection with their hands. Once
more, Traceless would sense the occlusion, intuitively moving the projected icon onto
vacant surface space closest to the device. To dis-engage device-surface interaction,
the users were asked to simply pick the device up. After the active demonstration,
we ensued with semi-structured interviews to conclude each session. The interview
questions (see Table 7) were open-ended and inclined towards broader discussions, as
led by the users.
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Table 7. Semi-structured interview questions.

How easy was it to connect a device to Traceless?
How pleasant were the interactions?
How practical are the interactions?
What possible applications can you envision using Traceless?

Open-ended questions

4.7.3 Observations

All users had no observable difficulties with connecting mobile devices, which merely
required placing a device on the tabletop. We observed how users expected initiating
some action to start things off and were surprised to learn that nothing more was
required outside resting a device on the tabletop. At first, users deliberately avoided
occluding the area of projection. After we explained they could act as they would in
daily life, they occluded the icon and were surprised how the projected icon responded
to their movements. After experiencing the aforementioned, the users acted more freely
and started occluding the projection with objects on the tabletop to get the projected
media to move.

4.7.4 User perceptions

The first user discussed connecting a device with Traceless, “. . . its automatic and you
dont have think about it or press anything. Super easy!” After occluding the projected
media several times using hands and tabletop objects, they remarked, “When too much
is on the table, I guess its harder to find the icon.” User #1 conclude with how they saw
themselves using Traceless in the everyday context, “This would be great for cooking.
I could plan my recipes and have Traceless put them on the wall or kitchen counter
without moving anything around.” The second user discussed improvement that could
be made to better suite Traceless to their office workflow, “The projected media seems
to flicker and is not high resolution . . . its definitely practical but better resolution would
be best especially for instance when I synchronize my calendar, tasks and need it to be
legible from a distant.” The third user remarked on the use of Bluetooth and the need
to install third-party software on mobile devices to use Traceless, “Everyone’s already
familiar with Bluetooth . . . it’s convenient . . . I reckon installing custom software may
be a barrier, but if people see the benefits, they’ll probably be like ‘Oh yeah, that’s
cool—I could definitely use that.”’ They also pointed out the need for control to be
left to the end-user, “. . .while it’s helpful to view apps on the large surface, would the
control aspect still be married to the touch screen?” User#3 concluded with sharing
thoughts on possible applications, “Creating a collaborative space or showing people
what’s on your phone, or making a shared space would let people share stuff without
crossing the boundary of personal space . . . I can imagine thats quite practical . . . a to-do
list or a progress bar throughout the day without grabbing too much attention would
be handy.” The fourth user discussed challenges, suggesting possible extensions and
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features, “This application is interesting; I mean—if you really want to not touch your
phone and still interact with it . . . one question though, how does the application choose
the best possible vacant space? Could the user point with their finger to suggest an
area of interest?” User #4 also shared their thoughts on possible applications, “There’s
definitely environments where you don’t want to be holding your phone. You could be
cooking or doing a dangerous job. I mean—no one wants to drop their phone. So, it
might be helpful to use the nearest surface for support. Another application would be
in a meeting where you would want to share information on a shared surface.”
The perceptions of users converge towards a variety of exciting applications using

Traceless. A critical issue to address is scaling projected media in a manner that pro-
motes legibility (User #2). Also, later features need to consider de-coupling some of
the control from mobile devices to incorporate mid-air gestural control (User #4). A
commonality between users #3 and #4 was a conscious sense of personal space. In this
regard, users identified how Traceless could be leveraged for collaborative workspaces
(User #3) and sharing information on personal mobile devices using shared surfaces
(User #4) without crossing personal space boundaries. User #4 also spoke to Trace-
less’s role in safety-critical work environments in addition to everyday environments
where end-users may wish to free their hands without disconnecting from their digital
assistants.

4.8 DISCUSSION

Limitations. Our implementation assumes the factory-calibrated extrinsic parameters
between the depth and color camera of the kinect are accurate. However, distorted
color-to-depth-transformed images suggest there is a margin of error. While this
limitation can be addressed, e.g., by using an optical alumina calibration chessboard for
calibrating the depth camera [205], it has not been addressed in this study. Adopting
YOLOv5 allows Traceless to leverage state-of-the-art in object detection. However, it
remains necessary to collected an annotated image-object dataset specific to tabletop
environments. While this is feasible for our proof of concept, we look to a more general
solution for future applications and discuss it as part of future recommendations.
Another limitation is that if two or more mobile devices are placed onto the tabletop
surface simultaneously, our implementation currently has no way of distinguishing
concurrently established Bluetooth links. Limiting our initial prototype to Android
smartphones simplifies validating the hardware—software concept. However, this initial
concept needs to be extended to enable integrating variable mobile devices.

Future work. For the limitation of identifying and tracking devices placed simultane-
ously onto a tabletop’s surface, one approach would be to cache devices profiles, i.e.,
store the physical dimensions and Bluetooth address of each detected device [54]. This
cache could then be utilized for future disambiguation. In addition to extending custom
software to enable integration of variable mobile devices, future work needs to consider
migration from Bluetooth to Bluetooth Low Energy (BLE) that is mesh-enabled [19].
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In principle, mesh-enabled BLE would allow mobile devices to communicate with
Traceless over a self-configuring network. It would also enable multiple devices to
share the same services by broadcasting state. Future work must also consider captur-
ing an image-object dataset that generalizes well for tabletop surface applications in
the everyday context. Such a dataset would contribute to robust detection of mobile
devices by accounting for the overview and the principal distance typical of overhead
projector-camera systems, providing an alternative to existing datasets that predom-
inantly comprise front-view captured images. Detection models trained using such
a dataset would also, in theory, be able to characterize generic interactions between
mobile devices and surfaces in the everyday context. Our future work also considers a
formal usability study to learn user behavior, needs, and expectations. Such a study
would ensure the development of features that are congruent with user requirements.

4.9 CONCLUSION

In this paper, we have highlighted the gap between existing approaches for augmenting
interactive surface environments and advances in small-form-factor sensors and CNN-
based object detection. Toward bridging the gap, a projector-camera unit has been
employed to develop a concept for augmenting uninstrumented tabletop surfaces and
integrating personal mobile devices. In addition to outlining hardware configuration, a
detailed development trail of how to combine depth perceptionwithmodern CNN-based
object detection to achieve spatial awareness has been presented, appending theoretical
formulations and open-source resources to streamline exploring the proposed approach
Our work highlights how emerging CNN-based approaches can be leveraged for spatial
augmented reality. “. . . projection must be continually adjusted to respond to dynamic,
moving surfaces sensed by depth cameras.” — [221]. Acknowledging this fact, the
contributions presented in this paper facilitate one possible approach to integrating
mobile devices into augmented tabletop environments taking spatial awareness into
account while highlighting the promising aspect of developing interaction concepts
based on emerging technologies and techniques.
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4.10 APPENDIX

A TSAI’S APPROACH

Tsai proposed approaching geometric calibration in two stages: In the first stage, the
intrinsic, extrinsic, scale, and distortion parameters are estimated using least-squares.
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Rotation is omitted in the first stage to simplify initial parameter estimation to analysis
of linear equations. In the second stage, estimated parameters are optimized using
non-linear methods, reducing error using the Levenberg-Marquardt algorithm [146].
The resulting parameters are then utilized to determine correspondences between the
world space, camera space, and image space coordinates systems.

Fig. 40. Geometric camera calibration. Calibration considers: (1) the recovery of interior
orientation, i.e., K and (2) the recovery of exterior orientation, i.e., R and t.

A.1 Notation

Bold letters are used to represent vectors and matrices. Italicized letters are used to
represent scalar coefficients. Italicized case letters are used to represent points. For
orientation, we use the right-hand rule for all coordinate systems, i.e., the +𝑥 , +𝑦, and
−𝑧 axes point right, up, and forward respectively. The superscript 𝜏 is used to denote
the transpose of a vector or a matrix. Bold subscripts are used to indicate relative space
of coordinate points, such that 𝑥c, 𝑦c, 𝑧c corresponds to a point in camera space, 𝑥i, 𝑦i, 𝑧i
corresponds to a point in image space, and 𝑥w, 𝑦w, 𝑧w corresponds to a point in world
space. The camera space, image space, and world space origins are denoted using 𝑂c,
𝑂i, 𝑂w respectively, where 𝑂c corresponds to the point (𝑥0, 𝑦0), and 𝑂i corresponds
to the point (𝑥0, 𝑦0, )𝜏 . We use 𝑓 to represent the principal distance that runs along
the 𝑧i axis, i.e., the distance along the optical axis from 𝑂i to the target image plane.
Lastly, we use 𝐸 to represent the error, i.e., the difference between predicted (𝑥i, 𝑦i)𝜏

and observed (𝑥i, 𝑦i)𝜏 based on the known 𝑥w, 𝑦w, 𝑧w coordinate points.

A.2 Intrinsic parameters

The intrinsic parameters 𝑥0, 𝑦0 and 𝑓 (see Fig. 40) are recovered to describe the geometric
relationship between camera space and image space.

𝑥i − 𝑥0
𝑓

=
𝑥c

𝑧c

𝑦i − 𝑦0
𝑓

=
𝑦c

𝑧c
(8, 9)

Assuming 𝑥c and 𝑦c are parallel to 𝑥i and 𝑦i, perspective projection (Eq. 8 and Eq. 9) is
used to recover 𝑥0,𝑦0, and 𝑓 .
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A.3 Extrinsic parameters

The extrinsic parameters, i.e., rotation R and translation t are recovered to describe
the geometric relationship between camera space and world space. R and t each have
three degrees of freedom. Given a point in world space 𝑃w, and assuming that 𝑧c is
perpendicular to and intersects the target surface in world space where 𝑧c = 0, the
corresponding point in camera space 𝑃c is given by Eq. 10.

𝑃c = R(𝑃w) + t (10)

where,
𝑃c = (𝑥c, 𝑦c, 𝑧c)𝜏 , 𝑃w = (𝑥w, 𝑦w, 𝑧w)𝜏 , 𝑎𝑛𝑑 t = (𝑡𝑥 , 𝑡𝑦, 𝑡𝑧)𝜏 .

Given R and t, the orthonormal matrix is expressed component form Eq. 11.
𝑥c

𝑦c

𝑥c


=


𝑟11 𝑟12 𝑟13

𝑟21 𝑟22 𝑟23

𝑟31 𝑟32 𝑟33




𝑥w

𝑦w

𝑥w


+


𝑡𝑥

𝑡𝑦

𝑡𝑧


(11)

A.4 Rotation

To recover the rotation from camera space to image space, 𝑥0, 𝑦0 is firstly expressed in
the form

𝑥 ′
i = 𝑥i − 𝑥0 𝑦 ′

i = 𝑦i − 𝑦0 (12, 13)

such that,

𝑥 ′
i
𝑓

= s
𝑥c

𝑧c

𝑦 ′
i
𝑓

= s
𝑦c

𝑧c
(14, 15)

The direction of a point on the image, as measured from the principal point (being
independent of radial distortion), is used in Eq. 16.

𝑥 ′
i

𝑦 ′
i
= 𝑠

𝑋𝐶

𝑌𝐶
(16)

For non-planar target surfaces:
Expanding Eq. 16 in terms of Eq. 11 yields the linear homogeneous equation Eq. 17.

s(𝑟11𝑥w + 𝑟12𝑦w + 𝑟13𝑧w + 𝑡𝑥 )𝑦 ′
i − (𝑟21𝑥w + 𝑟22𝑦w + 𝑟23𝑧w + 𝑡𝑦)𝑥 ′

i = 0 (17)
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with eight unknowns:

s𝑟11, s𝑟12, s𝑟13, 𝑟21, 𝑟22, 𝑟23, s𝑡𝑥 , 𝑎𝑛𝑑 𝑡𝑦,

For each point (𝑥w, 𝑦w, 𝑧w)𝜏 in world space, Eq. 17 is used to evaluate the corresponding
point (𝑥i, 𝑦i)𝜏 in image space. Tsai converts the homogeneous equation into an in-
homogeneous equation by arbitrarily setting a single unknown to 1 and evaluating the
rows of the rotation matrix to estimate a scale factor, i.e., assuming the rows of the
rotation matrix to be normal.

𝑟 211 + 𝑟 212 + 𝑟 213 = 1 𝑟 221 + 𝑟 222 + 𝑟 223 = 1 (18, 19)

A factor, 𝑐 , is introduced and used to recover the ratio of the horizontal to vertical
pixel spacing 𝑠 Eq. 18 and Eq. 19.

c =
1√︃

𝑟 ′21
2 + 𝑟 ′22

2 + 𝑟 ′23
2

c
s
=

1√︁
(𝑠𝑟 ′11)2 + (𝑠𝑟 ′12)2 + (𝑠𝑟 ′13)2

(20, 21)

For planar target surfaces:
The scaling for the image coordinates is assumed to be correct. Given 𝑧w = 0 for all
points on the target surface, 𝑟13, 𝑟23, and 𝑟33 are dropped from the image coordinates
which results in Eq. 22

(𝑟11𝑥w + 𝑟12𝑦w + 𝑡𝑥 )𝑦i′ − (𝑟21𝑥w + 𝑟22𝑦w + 𝑡𝑦)𝑥i′ = 0 (22)

with the six unknowns:
𝑟11, 𝑟12, 𝑟21, 𝑟22, 𝑡𝑥 𝑎𝑛𝑑 𝑡𝑦 .

For each point (𝑥w, 𝑦w, 𝑧w)𝜏 in world space, Eq. 17 is used to evaluate the corresponding
point (𝑥i, 𝑦i)𝜏 in image space. Once more, the homogeneous is made in-homogeneous
by arbitrarily setting one unknown to 1, i.e.,

𝑟 ′11, 𝑟
′
12, 𝑟

′
21, 𝑟

′
22, 𝑡

′
𝑥 𝑎𝑛𝑑 𝑡 ′𝑦 = 1.

A.5 Translation

To determine the translation (𝑡𝑥 , 𝑡𝑦, 𝑡𝑧)𝜏 , the components 𝑡𝑥 and 𝑡𝑦 , recovered from
Eq. 17, are used to evaluate the translation from camera space to image space 𝑡𝑧 .

s(𝑟11𝑥w + 𝑟12𝑦w + 𝑟13𝑧w + 𝑡𝑥) 𝑓 − 𝑥 ′
i𝑡𝑧 = (𝑟31𝑥w + 𝑟32𝑦w + 𝑟33𝑧w)𝑥 ′

i (23)

(𝑟21𝑥w + 𝑟22𝑦w + 𝑟23𝑧w + 𝑡𝑦) 𝑓 − 𝑦 ′
i𝑡𝑧 = (𝑟31𝑥w + 𝑟32𝑦w + 𝑟33𝑧w)𝑦 ′

i (24)

The equations Eq. 11, Eq. 14, and Eq. 15 are evaluated to linear homogeneous equations
Eq. 23 and Eq. 24 and used to determine 𝑓 and 𝑡𝑧 .
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A.6 Horizontal scale factor

Tsai factors the deviation in image cell size ratios caused by signal processing for frame
grabber standard output in cameras.

𝑥i − 𝑥0
𝑓

= 𝑠
𝑥c

𝑧c
(25)

A horizontal scale factor 𝑠 is introduced to recover the correct ratio of image cell size
in the horizontal and vertical directions and effectively account for the unknown pixel
spacing ratios in the 𝑥 and 𝑦 directions.

A.7 Distortion coefficients

Projectors and cameras introduce variable lens distortion [161, 183]. Power series
coefficients are recovered using Eq. 26 and Eq. 27 to mitigate radial distortion, viz,
pin-cushion and barrel distortion.

𝛿 𝑥 = 𝑥 (^1𝑟 2 + ^2𝑟 4 + . . . ) 𝛿 𝑦 = 𝑦 (^1𝑟 2 + ^2𝑟 4 + . . . ) (26, 27)

𝛿 𝑥 = −𝑦 (∈1𝑟 2 + ∈2𝑟 4 + . . . ) 𝛿 𝑦 = 𝑥 (∈1𝑟 2 + ∈2𝑟 4 + . . . ) (28, 29)

Similarly, tangential distortion coefficients (∈1, . . .) are recovered using Eq. 28 and
Eq. 29.

A.8 Error minimization

As a final step, the error between the predicted (𝑥i, 𝑦i)𝜏 and observed (𝑥i, 𝑦i)𝜏 is mini-
mized using Levenberg-Marquardt.

E =

𝑁∑︁
𝑛=1

(𝑥𝑛 − 𝑥𝑛)2i +
𝑁∑︁
𝑛=1

(𝑦𝑛 − 𝑦𝑛)2i (30)

B PROJECTOR-CAMERA CALIBRATION

B.1 Calibrating the kinect

To calibrate the kinect, a conventional chessboard with known dimensions is utilized.
The chessboard is moved about the fixed field of view of the kinect and multiple
chessboard images are captured from different orientations. The kinect’s extrinsic
parameters R and t and intrinsic parameters K (see Appendix A) are recovered using
OpenCV [162]. The parameters are then used to determine the projection matrix P
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(Eq. 31) which is utilized to map points from world space to image space (Eq. 32).

P = K × [ R | t ],


𝑋i

𝑌i

𝑍i


= P



𝑋w

𝑌w

𝑍w

1


(31, 32)

where𝑋w, 𝑌w, 𝑍w denotes world-space coordinates and𝑋i, 𝑌i, 𝑍i denotes image-space
coordinates. With knowR, t, andK, OpenCV’s cv::getOptimalNewCameraMatrix is used
to refine the resultant camera matrix and cv::undistort is used to undistort the camera
image. cv::projectPoints is also used to evaluate the reprojection error.

B.2 Projector-kinect calibration

Fig. 41. Projector-kinect calibration.Mapping betweenworld space and image space is achieved
using both the intrinsic and extrinsic parameters of the camera and projector together with
the extrinsic parameters between the camera and the projector.

Notation. Bold case letters are used to represent vectors, matrices and sets of points.
Italicized letters are used to represent coordinate points. Lastly, bold subscripts are
used to indicate relative space. Fig. 41 depicts the calibration parameters necessary
for projector-kinect calibration and Algorithm 5 presents an abstract outline of the
method.
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Algorithm 5: Abstract algorithm for projector-kinect calibration.
1 Generate chessboard images.
2 Project chessboard image onto tabletop surface.
3 Capture a minimum of three synchronous RGBD images of the projected chessboard

from different poses.
4 Evaluate camera-space coordinates using cv::findChessboardCorners .
5 Estimate world-space coordinates using synchronous RGBD captures.
6 Recover the intrinsic and extrinsic parameters of the projector using

cv::calibrateCamera .
7 Recover the extrinsic parameters between the projector and kinect using

cv::stereoCalibrate .

First, a chessboard image is generated, and the coordinate points of the chessboard’s
inner corners are collected.

Ci = {𝑐1, 𝑐2, . . . , 𝑐𝑚}, 𝑐𝑖 = (𝑥𝑖 , 𝑦𝑖)i ∈ R2, (33)

where 𝑚 is the size of the chessboard and (𝑥𝑖 , 𝑦𝑖) denote the image-space coordi-
nates of the chessboard’s inner corners. The generated chessboard image is projected
onto the tabletop surface, and the kinect is used to capture synchronous RGBD im-
ages of the chessboard. Note, a minimum of three synchronous RGBD image captures
are necessary [237]. We variate poses using a rigid whiteboard slightly larger than
the projected chessboard. With the chessboard image cast onto the whiteboard, we
move the whiteboard about the field of view of the kinect. After capturing the pro-
jected chessboard images, OpenCV’s cv::findChessboardCorners is used to evaluate
the camera-space coordinates from the captures. Given synchronized RGBD captures,

Fig. 42. Using a projected chessboard and OpenCV’s cv::findChessboardCorners for projector
calibration.

the resultant camera-space coordinates found using cv::findChessboardCorners are ex-
pressed as Eq. 34 and 35 (relative coordinate spaces depicted in Fig. 41).

Cc = {𝑐1, 𝑐2, . . . , 𝑐𝑚}, 𝑐𝑖 = (𝑥𝑖 , 𝑦𝑖)c ∈ R2, Cd = {𝑐1, 𝑐2, . . . , 𝑐𝑚}, 𝑐𝑖 = (𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖)d ∈ R3.
(34, 35)
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The world-space coordinates are approximated as follows. The Xd and Yd coordinate
pairs,i.e., the 2D-plane points from Eq. 37, are translated along the 𝑧-axis to the origin
𝑂d. This transformation is done using the centering matrix (Eq. 36).

M𝑛 = I𝑛 −
1
𝑛
J𝑛, W = M𝑛Cd. (36, 37)

M𝑛 demotes the centering matrix, I𝑛 is the identity matrix of size 𝑛 and J𝑛 is an 𝑛×𝑛
matrix of 1’s.W is the canonical view of the image in depth-camera space. Singular
value decomposition (Eq. 38), is then used evaluate the eigen decomposition ofW.

𝐴 = 𝑈 Σ𝑉𝑇 (38)

𝑈 = (𝑢1, . . . , 𝑢𝑚), 𝑉 = (𝑣1, . . . , 𝑣3), Σ = 𝑑𝑖𝑎𝑔(𝜎1, . . . , 𝜎3),
where 𝑚 denotes the number 3D points. For singular value decomposition, we recall:
the left singular vectors 𝑈 correspond to the 𝑥,𝑦, 𝑧 column vectors, the right singular
vectors 𝑉 correspond to 3D-row vectors, and Σ corresponds to the diagonal singular
values linked to the left and right singular vectors. For the final step, we rotate the
Xd coordinate values using a transpose of the unitary matrix:𝑈 −1Xd, and zero the Zd

coordinate values to estimate world-space coordinates;

Cw = {𝑐1, 𝑐2, . . . , 𝑐𝑚}, 𝑐𝑖 = (𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖)d ∈ R3. (39)

Given image-space coordinates and corresponding world-space coordinates, OpenCV’s
cv::calibrateCamera is used to recover the projectors intrinsic and extrinsic parameters.
To recover the extrinsic parameters between the projector and the kinect, OpenCV’s
cv::stereoCalibrate is used with: (i) the intrinsic parameters of the projector, (ii) the
intrinsic parameters of the kinect’s depth camera, (iii) world-space coordinates of the
chessboard corners, (iv) image-space coordinates of the chessboard corners, and (v)
camera-space coordinates of the chessboard corners from the kinect’s depth camera.

4.3 CRITICAL REMARKS

Exploring the interaction space between mobile devices and tabletop surfaces using
Bluetooth was initially put forward by Wilson and Sarin in [224], i.e., Bluetable in
2007. However, while recent advances have propelled concepts such as collaborative
spaces and shared media, a body of literature suggests that implementation strategies
remain constrained to classical 2D computer vision techniques [11, 171]. In contrast
Bluetable [224], the hardware-software concept presented in this chapter has intro-
duced:

i. A spatial-augmented-reality strategy that exploits synchronous RGBD.
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ii. A 3D point-cloud processing technique based on the open-source software
solution contributed in the second study,2.

iii. CNN-based object detection.
Synchronous RGBD is leveraged to combine classical 2D computer vision techniques
with 3D point-cloud processing. For segmenting point clouds, 3dintact is employed to
mitigate high computational costs on a CPU architecture, thereby enabling the pro-
cessing of point clouds near real-time. As a core contribution: the method combining
classical 2D computer vision techniques, 3D point-cloud segmentation, CNN-based
object detection, and Bluetooth communication has been detailed to promote repeata-
bility.
Besides outlining a robust approach to augmenting interactive surface environments

for seamless interaction with mobile devices, the study has underlined the following.
On the one hand, pervasive commodity depth cameras have vastly increased access
to 3D point clouds. This proliferation is evident in fast-expanding 3D point cloud
repositories, which are openly accessible to the public. On the other hand, advances in
machine learning techniques motivate leveraging these repositories to train models
specifically for detecting actor-object interactions around everyday surfaces, e.g., a
dataset of input gesture commands performed by an actor. Using machine learning
models that exploit large 3D point cloud data sets for detecting actor-object interactions
around everyday surfaces is a research avenue that may be the de facto approach in the
near future [13, 91]. As such, the research we have presented in this paper promotes
this research direction.

4.4 SUMMARY

A hardware-software concept for enabling the interaction spaces between mobile
devices and interactive surface environments has been presented. The concept demon-
strates how the open-source solution contributed in the second study can be leveraged
with state-of-art in CNN-based object detection. Moreover, The research has outlined a
transparent development trail to support the development of new interaction concepts
using the novel approach.

2https://github.com/edisonslightbulbs/3DINTACToolkit



“Scientific theory and its application to the growing needs of mankind
advance hand in hand.” — Cargill Gilston Knott

5
Significance and research impact

This section discusses the significance of the research contributions presented in
chapters 2, 3, and 4.

5.1 ARTEFACT

The Artefact framework facilitates documenting and communicating technical hard-
ware, middleware, and software specifications unambiguously. It outlines a practical
approach to sharing interactive-surface models as end products. In the following, we
discuss the implication of models as end products, within and beyond the research
community.

5.1.1 Transparent development trails

Besides a system for documenting technical specifications, the Artefact framework
captures and expresses the ontology between hardware, middleware, and software.
These captured properties and relations provide insight into system design, conveying
the motivation behind component selection in each layer. Capturing and expressing
the ontology between concepts supports artifact replication in two respects:

1. The rationale behind system design can be communicated.
2. Technical requirements driving component selection can be conveyed.

As indicated by the literature presented in chapter 2, there are no strategies for sharing
prototypical designs in HCI, viz, documenting and communicating technical specifica-
tions unambiguously. The Artefact framework puts forward one approach to addressing
this challenge. It enables capturing technical specifications unambiguously. Concept
ontology, i.e., for the hardware, middleware, and software layers, is presented in a ratio-
nable unified view. While documenting technical specifications supports replications,
conveying ontology bridges the communication gap between originators of prototypes
and future developers. This proposition is supported by findings from the case study
presented in chapter 2. As affirmed by the software developers from the case study:
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“Another use-case of the Artefact framework is knowledge transfer. It makes it simple to
learn how research prototypes have been developed, from design to implementation.”

5.1.2 Technical discussions

The Artefact framework outlines properties and relationships between concepts across
the separate domains by giving prominence to modeling the hardware, middleware,
and software layers as independent subsystems. By modeling each subsystem using
formal notation, the framework provides a method for contrasting different prototypes
unambiguously at a subsystem level: a tacit benefit observed during the case study with
the software developers (discussed in chapter 2). Another tacit benefit observed during
the case study: model representations of interactive surface prototypes elicit technical
discussions. On a broader scale, comparative analysis of between existing prototypes
can be utilized to drive technical discussions in workshops and focus groups, which in
turn would promoted advancing interactive surface concepts.

5.1.3 Representation of structurally complex systems

The software developers from the case study also pointed to how models significantly
increase the learnability of interactive surface systems, particularly for prototypes
with structurally complex software APIs. Improved learnability for software imple-
mentations is highly significant in two ways: First, steep learning curves for complex
open-source projects can be mitigated by employing unambiguous models to describe
API designs, thereby making them more straightforward to rationalize. And second,
API-model depictions (see software models in Fig 43.b and Fig 44.c) can be leveraged
to onboard new developers and support them in navigating structurally complex APIs
when targeting optimization entry points. Moreover, the Artefact framework can be
employed as an academic guideline to inform developers new to the space of interactive
surface environments.

5.1.4 Code and doc generation

Another tacit benefit identified by software developers from the case study is using the
resulting UML-based model representations to generate code and documentation. The
instant generator 3 can be leveraged to generate source files from UML class diagrams.
Also, as already noted in chapter 2, the UML models could be leveraged to generate
software documentation using doxygen 4 and graphviz 5.

5.2 3DINTACT

3dintact 6 streamlines segmenting interaction volumes [220] from 3D point-cloud
representations of tabletop environments, i.e., using CPU architectures. It provides

3https://www.visual-paradigm.com/features/code-engineering-tools/
4https://www.doxygen.nl/index.html
5https://graphviz.org/
6https://github.com/edisonslightbulbs/3DINTACToolkit
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developers with a simple API that leverages non-trivial point-cloud operations to
facilitate a preprocessing filter that mitigates the computational space in dense point-
cloud representations. By facilitating such a preprocessing building block, 3dintact
promotes exploiting 3D point clouds for interactive surface applications. The following
elaborates on the significance of the toolkit as a research contribution.

5.2.1 Modular software design

3dintact’s software design emphasizes modularity (see Fig 43.b). The applied algo-
rithms, viz, DBSCAN, KNN, and the SVD are implemented as loosely coupled modules
7 to simplify module optimization. Loose coupling also promotes swapping the algo-
rithmic modules with more advanced implementations in future. Similarly, 3dintact’s
API backend is modularized to promote code maintenance, extensibility, and future
optimization.

5.2.2 Preprocessing for variable depth cameras

By design, the algorithmic strategy implemented by 3dintact generalizes to variable
depth cameras. As such, it provides flexible preprocessing for depth cameras from
different vendors, e.g., Intel’s RealSense depth camera and Microsoft’s Azure Kinect
depth camera. While preprocessing time varies according to number of depth cameras
employed and depth camera configuration, in principle, 3dintact can be leveraged with
any combination of depth cameras simultaneously.

5.2.3 Aggregating 3D point-cloud representations of interaction volumes

While dense 3D point clouds are desirable and can be easily achieved by registering
point clouds from multiple depth cameras, the consequent computational space is
challenging to process on CPU architectures. Although the algorithmic strategy em-
ployed by 3dintact reduces computational space significantly, 3dintact does not scale
optimally with an increase in the number of depth cameras employed. However, given
dense 3D point-cloud representations from multiple depth cameras, 3dintact remains
highly significant for aggregating 3D interaction volumes into data repositories. These
repositories can be employed to train machine learning models to segment actors and
objects together with candidate interaction regions and interactions. Such segmen-
tation models could then be used in place of 3dintact and propel interactive surface
applications on CPU architectures.

5.3 TRACELESS

Traceless is an academic interactive surface prototype. It is an example of how to
leverage a project-camera system to integrate smartphones as active components in an
interactive tabletop’s computing environment. Traceless provides a clear engineering

7All modular implementations have been open-sourced on GitHub. The corresponding list of repositories
has been appended to this document.
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(a) Hardware model.

(b) Software model.

Fig. 43. A model of 3dintact using the Artefact framework. Regardless of structural complexity,
the Artefact framework provides an unambiguous model of 3dintact’s implementation. A
concise and accurate overview of the system’s implementation promotes rationalizing system
architecture, identifying limitations, and navigating optimization entry points.

outline that supports developing technical applications. The following, elaborates on
the significance of Traceless as an implementation guideline.
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(a) Hardware model.

(b) Middleware model.

(c) Software model.

Fig. 44. A model of Traceless using the Artefact framework. The Artefact framework enables
developers to flexibly select levels of abstraction. While the framework can capture low-level
details precisely, it can also express structurally complex systems.

5.3.1 Supporting the exploration of tabletop and smartphone interactions

In the research space of HCI, the replication crisis is coupled with the consistent
omission of technical implementation details. As a side effect: academic manuscripts
serve little-to-no utility in supporting developers with design decisions and technical
implementation details. Traceless outlines traceable design decisions and repeatable
engineering steps while detailing associated theory as a basis for future development.
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Moreover, the Traceless contribution aims to serve as a workbench that can be utilized
to explore interaction concepts between tabletop surfaces and smartphones.

5.3.2 Integrating smartphones as active components in computing
environments

Traceless combines machine learning with 3D point-cloud segmentation. While a
machine-learning model, i.e., YOLOv5, 8 is used for detecting smartphones from 2D
images, 3dintact is exploited to segment and propose candidate-interaction regions
near real-time. Given synchronous RGBD data, combining object detection and spatial
awareness enables Traceless to understand dynamic scenes adequately enough to
identify targeted interaction contexts. From a technical vantage, Traceless is a robust
approach to detecting and integrating smartphones as active components in computing
environments. The model employed for the object detection model is a well-known
open-source project accessible to the public. To support training the model, two note-
books detailing transfer learning applied, as applied in Traceless, have also been made
freely available to the public: one outlining a TensorFlow-based approach, 9 and another
outlining a PyTorch-based approach. 10

5.4 SUMMARY

This chapter has presented the significance of the research contributions put forward
in this dissertation. The impact of the Artefact framework, the 3dintact toolkit, and
the Traceless prototype has been discussed. The contributions are freely open to the
research community and the public at large. Hyper-references to research assets have
also been provided.

8https://github.com/ultralytics/yolov5
9https://github.com/edisonslightbulbs/PTOD-model-training
10https://github.com/edisonslightbulbs/TFOD-model-training



“Progress is made by trial and failure; the failures are generally a hun-
dred times more numerous than the successes; yet they are usually left
unchronicled.” — William Ramsay

6
Future work and conclusion

This final chapter discusses potential future work and concludes with a reflection on
each study.

6.1 FUTUREWORK

In addition to the contributions put forward, the studies presented in chapters 2, 3,
and 4 highlight promising research directions. The following discusses these research
avenues.

6.1.1 Validating models

The Artefact framework lends from standard UML and employs UML’s formal syntax
to impose consistent and unambiguous model representation. However, currently,
no methodology exists for validating models [159, 184]. To recollect: the Artefact
framework can be used to communicate interactive surface implementations as well
as model new prototypes. While modeling existing implementations merely requires
capturing and expressing established concepts, implementing a prototype based on
a newly developed model demands that the model first be validated. While a model-
driven approach promotes unambiguous diffuse of hardware, middleware, and software
models, there is still a need to establish a shared approach for validating models. This
shortcoming needs to be addressed in future research.

6.1.2 A baseline for point-cloud processing using CPU architectures

Given an interactive surface application that exploits point clouds for scene under-
standing, employing the modern GPU is one approach to meeting the computational
requirements necessary for processing 3D point clouds in real-time. However, small-
form-factor and unobtrusiveness of compact projector-camera systems are simply
more attractive for seamless installation in day-to-day environments. Given this sig-
nificant factor, an important research step is establishing an initial set of benchmarks
for processing point clouds absent a dedicated GPU. This initial set of benchmarks
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would outline minimum compute performance required for small-form-factor solutions
absent dedicated GPUs, as well as a reference for future CPU-based optimizations.

6.1.3 Synchronous-RGBD data sets

Beyond a robust strategy for enabling communication between smartphones and inter-
active tabletop surfaces, Traceless draws out the role of machine learning for future
interactive surface environments. The prototypical concept can also be employed to
accumulate an extensive repository of synchronous RGBD data in the wild, targeting
specific interaction contexts on tabletops. The resulting data set could be employed
for training machine learning models. RGB data could be used for training object
detection models, and synchronous RGBD could be used to train a model to detect
specific interaction contexts. A practical use case for such models would be as follows:
finding the best projection area on day-to-day surface environments based on scene
understanding, i.e., relative to multiple actors, their positions, detected interaction con-
texts, and surface clutter. Such machine learning models would augment 2D techniques
without demanding additional resources for high-end compute performance.

6.1.4 Benchmarking pre-trained models

Traceless employs YOLOv5 11 as an integral component for detecting smartphones
based on image-object detection. YOLOv5 was selected based on three engineering
aspects:

1. Open-source. In addition to being fast and performant, the development of
YOLOv5 is community-driven. Moreover, application development is supported
by triage on Github.

2. Extensive pre-training. YOLOv5 is pre-trained based on the COCO dataset: a
dataset consisting of 80 object classes. 12

3. Extensive documentation for C++ development. YOLOv5 is based on the PyTorch
framework which targets C++ applications. 13 This consideration is highly
significant as the PyTorch framework allows for seamless integration with
3dintact 14 which has also been developed in C++.

As a pre-trained model, YOLOv5 facilitated transfer learning. The model’s knowledge
of the 80 object classes from the COCO dataset was exploited to fine-tune detecting
smartphones. This was achieved by further training the model using a sample of 250
smartphone images.
You et al. have discussed the challenge of pre-trained model selection. In [236], the

authors have emphasized how assessing pre-trained models for a target task and select-
ing the best model is an underexplored problem. While the study presented in chapter

11https://github.com/ultralytics/yolov5
12https://cocodataset.org
13https://pytorch.org/
14https://github.com/edisonslightbulbs/3DINTACToolkit
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4 outlines engineering criteria motivating the selection of YOLOv5, it omits bench-
marking different pre-trained models for the task of detecting smartphones. Although
YOLOv5’s knowledge was successfully transferred to a detector solely targeting smart-
phones, a research avenue that must be considered in future work is benchmarking
different detection models to baseline model selection [236].

6.1.5 Benchmarking mobile-device detection

Another critical consideration for future work is evaluating mobile-device detection.
The first step in this direction would be establishing evaluation metrics, i.e., quantifiable
measures to assess the detection of mobile devices. Examples of measures that could
be considered for evaluating mobile-device detection include detection latency and
false positives/negatives.
These evaluation metrics would, in turn, facilitate not only analyzing detection but

also benchmarking performance in interactive tabletop applications. For example, given
duration and frame rate, metrics could be employed to determine accuracy, i.e., the
total number of correct detections over the total number of expected detections.

6.2 CONCLUSION

The first study has proposed a UML-based framework that promotes models as end
products. The framework facilitates a shared view for interactive surface prototypes.
On the one hand, the proposed model-driven approach enables detailed descriptions of
multi-layered interactive surface prototypes: a significant step towards mitigating the
replication crisis. And on the other, disseminating unambiguous model descriptions
based on formal syntax can bridge the gap between originators of prototypes and future
developers. The contribution of the first study promotes communicating technical
implementation aspects towards increasing the transparency and reproducibility of
research prototypes. Besides bridging the communication gap between originators of
concepts and future developers, the framework promotes an intuitive entry point for
designing multi-layered interactive surface prototypes: a practical solution to the first
subproblem.
The second study has considered the accelerated increase of variable commodity

depth cameras. Given the common use of depth cameras for research artifacts in the
space of interactive surface environments, the study underlines a need to support
developers exploit 3D point clouds. The contribution of the second study is a pre-
processing building block for interactive surface implementations that require point
cloud-based scene understanding. The toolkit put forward by the study is open-source
and thus openly accessible to all developers. For flexibility, the toolkit’s software design
emphasizes modularity. Moreover, the accompanying academic manuscript details
implemented algorithms to promote learnability and future optimization.
An archetypical prototype has been implemented toward tackling the final subprob-

lem. The prototype exemplifies how to leverage the open-source solution contributed
by the preceding study. The prototype’s implementation is coupled with a technical
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outline to provide a transparent development trail. The technical outline elaborates
on how to leverage Bluetooth communication, CNN-based object detection, and point
cloud-based depth perception. Given the growing interest in extending ubiquity from
mobile devices to surface objects through spatial augmented reality, the proposed pro-
totype provides a robust strategy for integrating mobile devices into virtual computing
environments.

This dissertation has presented three cumulative studies that contribute towards
supporting the design and implementation of interactive surface concepts. The contri-
butions are freely open to the research community. The established findings collectively
target supporting developers implement interactive surface environments.



“A man will turn over half a library.” — Samuel Johnson
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A OPEN-SOURCE REPOSITORIES

A.1 Tools

https://github.com/edisonslightbulbs/Bluetooth-RFCOMM-Linux
https://github.com/edisonslightbulbs/Bluetooth-RFCOMM-Android
https://github.com/edisonslightbulbs/YOLOv5-cpp
https://github.com/edisonslightbulbs/Point
https://github.com/edisonslightbulbs/SVD
https://github.com/edisonslightbulbs/viewer
https://github.com/edisonslightbulbs/segment
https://github.com/edisonslightbulbs/outliers
https://github.com/edisonslightbulbs/procam-calibration
https://github.com/edisonslightbulbs/edge-detection

A.2 Tutorials
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