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Preface

Abstract

Search engines are very good at answering queries that look for facts. Still, infor-
mation needs that concern forming opinions on a controversial topic or making a
decision remain a challenge for search engines. Since they are optimized to retrieve
satisfying answers, search engines might emphasize a specific stance on a contro-
versial topic in their ranking, amplifying bias in society in an undesired way. Argu-
ment retrieval systems support users in forming opinions about controversial topics
by retrieving arguments for a given query. In this thesis, we address challenges in
argument retrieval systems that concern integrating them in search engines, de-
veloping generalizable argument mining approaches, and enabling frame-guided
delivery of arguments.

Adapting argument retrieval systems to search engines should start by identify-
ing and analyzing information needs that look for arguments. To identify questions
that look for arguments we develop a two-step annotation scheme that first identi-
fies whether the context of a question is controversial, and if so, assigns it one of
several question types: factual, method, and argumentative. Using this annotation
scheme, we create a question dataset from the logs of a major search engine and
use it to analyze the characteristics of argumentative questions. The analysis shows
that the proportion of argumentative questions on controversial topics is substantial
and that they mainly ask for reasons and predictions. The dataset is further used
to develop a classifier to uniquely map questions to the question types, reaching a
convincing F1-score of 0.78.

While the web offers an invaluable source of argumentative content to respond
to argumentative questions, it is characterized by multiple genres (e.g., news arti-
cles and social fora). Exploiting the web as a source of arguments relies on de-
veloping argument mining approaches that generalize over genre. To this end,
we approach the problem of how to extract argument units in a genre-robust way.
Our experiments on argument unit segmentation show that transfer across genres
is rather hard to achieve using existing sequence-to-sequence models.

Another property of text which argument mining approaches should general-
ize over is topic. Since new topics appear daily on which argument mining ap-
proaches are not trained, argument mining approaches should be developed in a
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topic-generalizable way. Towards this goal, we analyze the coverage of 31 argu-
ment corpora across topics using three topic ontologies. The analysis shows that
the topics covered by existing argument corpora are biased toward a small sub-
set of easily accessible controversial topics, hinting at the inability of existing ap-
proaches to generalize across topics. In addition to corpus construction standards,
fostering topic generalizability requires a careful formulation of argument mining
tasks. Same side stance classification is a reformulation of stance classification that
makes it less dependent on the topic. First experiments on this task show promising
results in generalizing across topics.

To be effective at persuading their audience, users of an argument retrieval
system should select arguments from the retrieved results based on what frame they
emphasize of a controversial topic. An open challenge is to develop an approach
to identify the frames of an argument. To this end, we define a frame as a subset of
arguments that share an aspect. We operationalize this model via an approach that
identifies and removes the topic of arguments before clustering them into frames.
We evaluate the approach on a dataset that covers 12,326 frames and show that
identifying the topic of an argument and removing it helps to identify its frames.
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Abstract (in German)

Suchmaschinen sind sehr gut darin, Suchanfragen zu beantworten, die nach Fak-
ten suchen. Dennoch bleibt der Informationsbedarf, der die Meinungsbildung
zu einem kontroversen Thema oder die Entscheidungsfindung betrifft, eine Her-
ausforderung fiir Suchmaschinen. Da sie darauf optimiert sind, befriedigende
Antworten zu liefern, konnten Suchmaschinen in ihrem Ranking eine bestimmte
Haltung zu einem kontroversen Thema hervorheben und damit Verzerrungen in der
Gesellschaft in unerwiinschter Weise verstirken. Argument-Retrieval-Systeme un-
terstiitzen Benutzer bei der Meinungsbildung zu kontroversen Themen, indem sie
Argumente fiir eine bestimmte Suchanfrage abrufen. In dieser Arbeit befassen wir
uns mit Herausforderungen in Argument-Retrieval-Systemen, die ihre Einbindung
in Suchmaschinen, die Entwicklung generalisierbarer Argument-Mining-Ansétze
und die Ermoglichung einer Bereitstellung von Argumenten zusammen mit deren
Deutungsrahmen betreffen.

Die Einbindung von Argument-Retrieval-Systeme in Suchmaschinen sollte mit
der Identifizierung und Analyse von Informationsbediirfnissen beginnen, die nach
Argumenten suchen. Um Fragen zu identifizieren, die nach Argumenten suchen,
entwickeln wir ein zweistufiges Annotationsschema, das erst feststellt, ob der Kon-
text einer Frage kontrovers ist, und wenn ja, sie einem von mehreren Fragetypen
zuordnet: sachlich, methodisch und argumentativ. Anhand dieses Annotationss-
chemas erstellen wir einen Fragedatensatz aus den Query-Logs einer bedeutenden
Suchmaschine in Russland und verwenden ihn, um die Merkmale argumentativer
Fragen zu analysieren. Die Analyse zeigt, dass der Anteil an argumentativen Fra-
gen zu kontroversen Themen hoch ist und dass sie hauptsdchlich nach Griinden
und Vorhersagen fragen. Der Datensatz wird aulerdem verwendet, um einen Klas-
sifikator zu entwickeln, der Fragen eindeutig den Fragetypen zuordnet und einen
tiberzeugenden F1-score von 0,78 erreicht.

Das Web bietet zwar eine unschitzbare Quelle fiir argumentative Inhalte zur
Beantwortung argumentativer Fragen, ist aber durch verschiedene Genres geprigt
(z.B. Nachrichtenartikel und soziale Foren). Um das Web als Quelle fiir Argu-
mente zu nutzen, miissen Argument-Mining-Ansétze entwickelt werden, die sich
iber verschiedene Genres generalisieren lassen. Zu diesem Zweck ndhern wir
uns dem Problem der Extraktion von Argumentationseinheiten auf eine genre-
robuste Weise. Unsere Experimente zur Segmentierung von Argumenteinheiten
zeigen, dass eine Ubertragung iiber Genres mit bestehenden Sequenz-zu-Sequenz-
Modellen nur schwer zu erreichen ist.

Eine weitere Eigenschaft von Text, die dariiber Argument-Mining-Ansétze gen-
eralisieren sollten, ist das Thema. Da tiglich neue Themen auftauchen, auf die
Argument-Mining-Ansétze nicht trainiert sind, sollten Argument-Mining-Ansétze
auf eine themengeneralisierbare Weise entwickelt werden. Um dieses Ziel zu erre-
ichen, analysieren wir die Abdeckung von 31 Argumentkorpora iiber die Themen
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von drei Themenontologien. Die Analyse zeigt, dass die Themen, die von den ex-
istierenden Argumentkorpora abgedeckt werden, auf eine kleine Teilmenge von le-
icht zuginglichen kontroversen Themen ausgerichtet sind, was auf die Unfihigkeit
der existierenden Argument-Mining-Ansétze hinweist, iiber Themen zu general-
isieren. AuBler den Standards fiir die Korpuskonstruktion erfordert die Forderung
der Generalisierbarkeit tiber Themen eine sorgfiltige Formulierung der Aufgaben
fiir das Argument Mining. Same side stance classification ist eine Neuformulierung
der Haltungsklassifizierung, die sie weniger abhingig vom Thema macht. Erste
Experimente zu dieser Aufgabe zeigen vielversprechende Ergebnisse bei der Gen-
eralisierung iiber Themen.

Um ihre Zuhorer zu iiberzeugen, sollten die Benutzer eines Argument-Retrieval-
Systems aus den Ergebnissen Argumente auswihlen, die bestimmte Deutungsrah-
men eines kontroversen Themas betonen. FEine Herausforderung besteht darin,
einen Ansatz zu entwickeln, mit dem die Deutungsrahmen eines Arguments identi-
fiziert werden konnen. Zu diesem Zweck definieren wir einen Deutungsrahmen als
eine Teilmenge von Argumenten, die einen Aspekt gemeinsam haben. Wir oper-
ationalisieren dieses Modell durch einen Ansatz, der das Thema von Argumenten
identifiziert und entfernt, bevor er sie in Deutungsrahmen clustert. Wir evaluieren
den Ansatz anhand eines Datensatzes, der 12.326 Argumente umfasst, und zeigen,
dass die Identifizierung des Themas eines Arguments und dessen Entfernung zur
Identifizierung seiner Deutungsrahmen beitrégt.
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Chapter 1

Introduction

The web is the largest source of information that has ever existed, allowing access
to up-to-date content wherever needed. The fact that anybody can contribute and
edit the content on the web makes it an open source of information that fosters
diversity and collaboration. However, the open nature of the web also makes it a
possible source for misinformation, one-sided documents, and fake news.

The omnipresence of digital media established search engines as a primary tool
for filtering information. Search engines sort billions of documents in milliseconds
to find relevant answers to a query. Search engines excel most at information needs
that look for short answers that are widely acceptable (factual questions).

However, search engines struggle at addressing information needs that are re-
lated to forming an opinion on a topic. Such situations arise while making a de-
cision on a private matter (e.g., “Should I buy or rent?”’) or when contending
with another person on a particular policy (e.g., “Should we ban plastic bottles?”).
Since search engines are optimized to retrieve satisfying answers in their top re-
sults, search engines might accidentally emphasize a certain view on the topic.
In this way, search engines might deprive users of their right to reason about the
different opinions on the topic to form their own.

Argumentation is the communicative activity of forming arguments and ex-
changing them to resolve a disagreement of opinions [168]. An argumentation
is distinguished by a topic that defines what the disagreement is about. We can
differentiate between two types of argumentation: dialogue and monologue. A
monologue is a speech given by one person to an audience without an immediate
contention. In a dialogue, two or more sides interactively participate in a discussion
to support their stance on the topic.

Finding good arguments has been studied since the time of Aristotle, who in-
troduced a theory on the art of persuasion (Rhetoric). According to this theory,
an effective speech is characterized by three aspects: establishing the authority
of the speaker (ethos), proper usage of logic (logos), and appealing to the emo-
tions of the audience (pathos) [14]. Understanding the audience of an argument
and selecting arguments that fit their background is an essential cornerstone of the
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pragma-dialectics view on argumentation [168].

Modeling an argument to represent its elements and the context in which it is
exchanged is crucial to assess how good it is. Toulmin [162] introduced a formal
argument model that defines an argument as a combination of six elements, among
which are claim, data, and rebuttal. The claim of an argument is a proposition that
is put forward for general acceptance. Data is established evidence on which the
claim is grounded. A rebuttal is a counterargument that challenges the argument.

Computational argumentation is a research area that aims at modeling argu-
ments in natural text to help users find and construct good arguments. Researchers
develop methods to extract arguments from natural text, classify their stances into
pro and con, and evaluate how good they are. The methods used in computational
argumentation are developed based on corpora. A corpus is a set of natural texts
that are segmented into units and labeled with their argumentative roles (e.g., claim
or premise), stance (pro or con), or how persuasive they are. Corpora are usually
collected starting from a set of pre-defined controversial topics (e.g., “legalize mar-
ijjuana”). Controversial topics are those topics that generate strong disagreement
among large groups of people [77].

Argument retrieval is an application of computational argumentation that aims
at retrieving pro and con arguments for a given query. An essential goal of argu-
ment retrieval is helping users to effectively persuade an audience with a stance on
a given controversial topic. An argument retrieval system relies on subsystems to
extract arguments from a document source. Then, the arguments are categorized
by their stances into pro and con. Finally, the system ranks arguments according to
their relevance and quality.

This thesis aims at developing methods that allow:

1. Integrating argument retrieval systems in web search engines by identifying
and analyzing argumentative questions.

2. Providing argument retrieval systems with an up-to-date and comprehensive
source of arguments by developing generalizable argument mining methods.

3. Helping users to find arguments that suit their audience by identifying the
frames of an argument.

1.1 Contributions and Research Questions

1.1.1 ldentifying and Analyzing Argumentative Questions

Web search queries related to forming an opinion on a subject matter should be
answered with all existing perspectives on it. Argument retrieval systems answer
such queries with arguments that are categorized into pro and con. Retrieving argu-
ments lefts the burden of taking a specific stance on the query from the shoulder of
the search engine and keeps this for the user. Also, retrieving arguments explicates
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the reasoning structure either locally by showing the conclusion and premises of
an argument or globally by retrieving supporting or attacking arguments to a given
query.

While argument retrieval systems show a promising application in the context
of web search, an understanding of what queries should be answered with argu-
ments is still lacking. Research on argument retrieval assumes a query to be a
controversial topic (e.g., “abortion”) or a claim (“Abortion should be banned.”) In
web search, however, a query on a controversial topic might look for facts and not
necessarily arguments.

The abundance of automated personal assistants is shaping information needs
more in a conversational manner. Instead of typing queries, users are formulating
questions in a more natural manner while looking up information. Research shows
that queries are more and more being issued to search engines as questions [116].
This makes question-like queries a prominent element in the query stream of search
engines. Hence, we raise the research question

(RQ1): How to identify argumentative questions in the context of search engines?

Argumentative questions are those that look for arguments or opinions for a
given topic. To answer this research question, we prepare a question dataset that
targets 19 controversial topics. The question dataset is sampled from the query log
of Yandex for the year 2012. Each question is first labeled with whether it targets
a given controversial topic or not. Those questions that are about a controversial
topic are then annotated using a question taxonomy that is tailored to controver-
sial topics. The question taxonomy covers three question types: factual, method,
and argumentative. An analysis of the created dataset shows that the proportion of
argumentative questions on controversial topics is high, reaching 28% of all ques-
tions. Using the dataset, we analyze the characteristics of argumentative questions
and compare them with that of the other question types. The analysis shows that
looking for reasons and predictions are among the most distinguishing features of
argumentative questions.

Enabling an automatic integration of argument retrieval systems in the context
of web search requires developing a method to identify those questions that are
argumentative. To this end, we conduct experiments on the dataset to develop a
supervised classifier that categorizes a given question into the three types: factual,
method, and argumentative. The experiments are conducted in a leave-one-topic-
out fashion, i.e., the test dataset covers one controversial topic while the training
dataset covers the remaining 19 controversial topics. The experiments show that
transformer-based classifiers can classify the three question types with an F1-score
of 0.78. The results show the feasibility of identifying argumentative questions in
the query stream of a search engine.
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1.1.2 Generalizability of Argument Mining Approaches

The web offers an invaluable source of argumentative content that enables search
engines to respond to argumentative questions. Existing argument mining ap-
proaches rely heavily on the web to develop computational models for argumen-
tation. However, existing argument mining approaches are developed for single
genres. For example, Stab and Gurevych [150] crawled 402 student essays from a
writing support forum and used them to develop approaches to extract arguments.
A genre is a set of texts that have a common linguistic function (e.g., editorials or
argumentative essays).

Argument Mining is the task of extracting the argumentation structure from
natural text. Researchers annotate the documents of a corpus with arguments based
on a given argument model. An argument is a set of argument units and their re-
lations. An argument model is an abstraction from the language level to a more
formal level, where the constituting units of an argument, their relations, and their
types are described. Using these corpora, researchers develop approaches to extract
arguments that range from supervised classifiers to simple heuristics that utilize the
structure of documents (e.g., categorized pro and con lists). A crucial step in ar-
gument mining is to segment a document into argument units before classifying
them into their unit types or their stance on the topic. Existing research on argu-
ment mining takes different views on the granularity of an argument unit. The ma-
jority of existing argument mining approaches assume an argument unit to cover
a sentence [9, 51, 153]. Others assume an argument unit to cover a sentence, a
clause [10, 118], or multiple sentences [72].

The heterogeneity of the web in terms of the covered genres makes a sentence-
level argument unit segmentation unsuitable. The reason is that genres on the web
are characterized by different writing presentations and styles. Argument units in
different genres cover different granularities and might not be limited to a specific
syntactical unit. For example, a piece of anecdotal evidence describing personal
experience might cover from a pair of sentences to multiple paragraphs. Hence,
an automatic approach to segment a web document into argument units is needed.
This leads to our second research question

(RQ2): How to extract argument units in a genre-robust way?

To answer this question, we model argument units in three corpora that cover
different genres using BIO format. With BIO format, each token is tagged with one
of three labels: (B)egining, (I)nside, and (O)utside of an argument unit according to
the token’s position with regard to the argument unit. To capture the context around
each token, we analyze different semantic, syntactic, structural, and pragmatic fea-
ture types. In in-genre and cross-genre experiments, we develop and evaluate three
models: a support vector machine (SVM), a linear-chain conditional random field
(CRF), and a bidirectional long short-term memory (Bi-LSTM). The three models
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correspond to increasingly complex levels of modeling context: The SVM consid-
ers only the current token. The CRF is additionally able to consider the preceding
classifications. Finally, the Bi-LSTM can exploit all words in the document. We
find that the Bi-LSTM performs best in the in-genre and cross-genre experiments,
which shows the importance of capturing a broad context while detecting argu-
ment units. However, the experiments show that the used models and features are
insufficient for a genre-robust argument unit segmentation.

Argument mining approaches are developed based on corpora which cover a
limited set of topics. However, controversial topics that users of an argument re-
trieval system might ask questions about are not limited to a specific list. For argu-
ment retrieval systems to serve this information needs, their underlying argument
mining approaches should generalize to new topics. Argument mining approaches
are developed in a supervised fashion, where an argument corpus is split into train-
ing and test sets. A supervised classifier is then trained on the training set and
evaluated on the test set. The generalizability of the supervised approaches to new
topics is tight to how the topics for the training and test sets are chosen.

Research on argument mining shows that existing supervised approaches learn
topic-specific features [134], which hinders their generalizability to new topics.
Researchers recognize the topic dependence of some argument mining tasks by
choosing different topics in the training and test sets [147, 153]. While such exper-
imental design helps to foster topic generalizability, the topics used in the training
and test sets might be similar in terms of the type of arguments that target them. For
example, a black market argument can be used for both “gun control” and “banning
marijuana”. An open research question is

(RQ3): How to assess and foster generalizability over topic in argument mining
approaches?

To answer this research question, we create three comprehensive and authori-
tative sources of controversial topics and use them to assess the topic coverage of
31 argument corpora. The topic sources are created from Wikipedia, Debatepedia,
and the World Economic Forum and are modeled as topic ontologies. A topic on-
tology is a directed acyclic graph whose nodes are topics and whose edges imply
an “is part of ’-relation between the topics [177]. Using the three topic ontologies,
we develop manual and automatic approaches to map a given argumentative doc-
ument to the topics in the ontologies that best describe the documents. We use
the approaches to identify what topics the documents in the existing argument cor-
pora cover. By analyzing the topic coverage of the argument corpora, we show that
most existing argument corpora are governed by a skewed topic distribution toward
a narrow set of topics.

Fostering topic generalizability in argument mining rests not only on how ar-
gument corpora are created but also on how argument mining tasks are defined.
Stance classification is a task whose input is an argument and a topic and whose
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output is either pro or con. Providing the topic as input in terms of a short la-
bel provides little context and knowledge about the issue at stake. We introduce a
variant of stance classification that we expect to foster topic generalizability: same
side stance classification. The same side stance classification task takes a pair of
arguments as input and returns whether the arguments are on the same or the op-
posite side. In this way, the task is no longer dependent on an input topic; hence,
we expect a classifier trained on this task to generalize across topics. To analyze
the generalizability of stance classification over the topic, we conduct cross-topic
and in-topic experiments. In both experiments, we evaluate several classifiers and
show that they generalize well across topics.

1.1.3 Identification of Argument Frames

Being effective in argumentation on a topic boils down to arguing in a way that
supports the author’s stance and fits the target audience [49]. Several attributes
of an audience should be taken in account (e.g., emotional state, education, age).
After understanding the target audience, an author should select arguments that suit
the audience. Finally, the arguments should be phrased in a language that appeals
to the audience.

Framing means emphasizing an aspect of a perceived reality and making the
aspect more salient in a text [52]. In argumentation, a controversial topic like “nu-
clear energy” can be framed by emphasizing a certain theme (e.g., economy or
environment). To be effective in argumentation, a speaker should choose frames
that resonate with the target audience. For example, a frame like “health” might
resonate more with an old audience than a young one. The topic of interest largely
decides what frames can be used for. While some frames are generic (e.g., “‘econ-
omy”), other frames are specific to a given topic (fopic-specific) [170].

Argument retrieval systems rank arguments by their relevance and quality to
help users find convincing arguments [128]. Existing argument retrieval systems
rank arguments without taking their frames into account, which might result in
the top-ranked arguments covering only a few frames. Argument retrieval systems
should equip users with an overview of the existing frames on a controversial topic.
Delivering arguments with their frames helps users to navigate the arguments ac-
cording to their aspects and pick those arguments that are likely to appeal to their
audience. In this way, frames guide the user to navigate the space of arguments in
a comprehensive way.

In Section 5.1, we approach the research question

(RQ4): How to model and identify the frames of an argument?

To answer this question, we propose a model that defines a frame as a set of ar-
guments that share an aspect. Following the proposed model, we introduce an argu-
ment corpus that covers 465 topics, 1,623 frames, and 12,362 arguments. Existing
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framing corpora cover generic frames only [35] or few frames (only seven) [108].
In contrast, our corpus is provided with 330 generic frames and 1,293 topic-specific
frames. This allows us to develop approaches that identify both types of frames and
compare the effectiveness of the approaches at identifying the two frame types.

To automatically identify frames in a set of arguments, we propose an approach
that consists of three steps: given a set of arguments, we first map them into a
semantic space (e.g., TF-IDF) and cluster them into topics. In the second step,
we remove from the argument clusters topic-specific tokens. Finally, we cluster
the topic-free arguments again to produce the final clusters of frames. Using the
dataset, we conduct experiments to evaluate our approach at identifying generic
and topic-specific frames. To put our results in context, we compare our approach
with a baseline that maps arguments into a semantic space and directly clusters ar-
guments into frames. Our experiments clearly show the benefit of removing topic-
specific features for identifying an argument’s frame. In particular, our experiments
show that our approach is effective at identifying generic frames, reaching a better
F1-score than the baseline (0.28 versus 0.19 in the TF-IDF semantic space).

Frames allow users to locate groups of arguments that resonate with their audi-
ence. Early prototypes of argument retrieval systems deliver arguments as a list of
texts, which allows for finding the most relevant arguments. Delivering arguments
with frames requires an interface that presents the user with a comprehensive view
of the frames along with the enclosing arguments.

To close this gap, we introduce in Section 5.2 a visual interface that maps the
retrieved arguments for a query into an aspect space. We create two aspect spaces
to model arguments in the visual interface. The first aspect space considers an
aspect to be any controversial topic in Wikipedia’s list of controversial topics.!
In this aspect space, the association between an aspect and an argument is calcu-
lated by counting the occurrences of the aspect’s text in the argument’s text. The
second aspect space is derived using a standard topic model (Latent Dirichlet Allo-
cation; [25]). To visualize the retrieved arguments, we use generalized barycentric
coordinates [100]. The visual interface also provides interactive functionalities
that enable users to filter those arguments from the retrieved list that cover an as-
pect they are interested in. To illustrate the advantages of the visual interface, we
present two use cases that show how the visual interface allows the user to explore
or refine the retrieved arguments.

Here we summarize the main research questions approached in this thesis.

* RQ1: How to identify argumentative questions in the context of search en-
gines?

Argument retrieval systems have to deal with different genres on the web.

1
https://en.wikipedia.org/wiki/Wikipedia:List_of_controversial_issues
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* RQ2: How to extract argument units in a genre-robust way?

Argument retrieval systems have to deal with new topics which appear on
a daily basis but are trained on existing topics.

* RQ3: How to assess and foster generalizability over topic in argument min-
ing approaches?

To be effective at persuading their audience, users select arguments from
the retrieved ones based on what frames they emphasize of a controversial
topic.

* RQ4: How to model and identify the frames of an argument?
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1.2 Publications Record

TABLE 1.1: peer-reviewed papers by the author and their usage in the thesis.
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2 KI Conference Long 2019 Springer [6]
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3 SIGIR Conference Short 2022 ACM [7]
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Identifying Argumentative Questions on Controversial Topics.

4.2 Under Review Conference Long 2021 arXiv None
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Chapter 2

Related Work

In this section, we introduce related work and background to argument retrieval
systems. We start by introducing a brief overview on argumentation and how ar-
guments are modeled. Later, we present related work to extracting arguments from
natural text in Section 2.3. We report on related research to argument retrieval
in Section 2.4. Finally, we introduce the concept of framing and computational
approaches for identifying frames in natural language.

2.1 Argumentation

Argumentation is the communicative activity of forming arguments and exchang-
ing them to resolve a disagreement of opinions [168]. We can distinguish between
two types of argumentation: dialogue and monologue. A monologue is a speech
given by one person to an audience without an immediate contention. In a dia-
logue, two or more sides interactively participate in a discussion to support their
stance on the topic. A stance on a topic like “We should legalize marijuana” can
be either pro the topic (meaning, “yes, let us legalize it”) or con the topic (“no, let
us make it illegal”).

There are different goals for an argumentation which can be deciding for the
best course of action on a certain matter (deliberation) or trying to ensure that the
audience will respond to the speaker’s message in the desired way (persuasion).
Regardless of the type of argumentation or its goals, a clear need for people when
involved in argumentation is constructing and finding good arguments that reach
the intended effects on an audience (e.g., persuading an audience with a certain
stance).

Analyzing and evaluating arguments have been studied from different angles:
rhetoric, dialectic, and logic. Logic studies the internal parts of an argument in
terms of a premise and a conclusion, which are propositions that can be true or
false. The focus in logic is on how to formally show that the conclusion of an
argument follows from its premise. Rhetoric studies how a speaker can deliver
a persuasive speech to an audience. In his theory on Rhetoric (the art of persua-

13
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sion), Aristotle [14] introduced three modes which a speaker should consider while
delivering a speech: logos, pathos, and ethos. While ethos is concerned with estab-
lishing the credibility of the speaker, logos is concerned with employing the rules
of sound reasoning. Pathos, on the other hand, deals with forming arguments in a
manner that seeks to evoke an emotional response in the audience.

Dialectic is a branch of logic that analyzes arguments given in a discourse
by examining criticism of them. The pragma-dialectics paradigm introduces nor-
mative rules for how constructive argumentation should be conducted in order to
achieve consensus [168]. Pragma-dialectics views persuasion as strategical choices
in a discourse that are related to three aspects: topical potential, presentational de-
vices, and audience demand [49]. According to this theory, effective argumentation
boils down to choosing from the topical potential, selecting presentational devices,
and meeting the audience demand. Choosing from the topical potential can be un-
derstood as formulating one’s stance in a way that is likely to be accepted by the
audience. Meeting the audience demand means considering the beliefs and values
of the audience while creating arguments. Presentational devices that help to craft
arguments are rhetorical figures [11, 91] and framing. In Section 2.5, we introduce
related work that includes a definition of framing and related work to framing in
natural language processing.

Modeling arguments computationally is an active research area in artificial in-
telligence, which is called computational argumentation. Typical tasks in compu-
tational argumentation are extracting arguments from natural text and analyzing
their quality. Argumentation in natural language is studied in different genres. A
genre is a set of texts that have a common linguistic function (e.g., editorials or ar-
gumentative essays). Depending on the genre and application, an argument model
is used to capture the concept of argument, its units, and context. An argument is
defined as a set of argument units, where an argument unit is a span of text that
plays an argumentative role (e.g., conclusion). In the following, we review several
argumentative genres and how arguments are modeled in them.

2.2 Argument Models

In this subsection, we introduce several argumentative genres and examples of ar-
gument models used in each genre.

Argumentative Essays Argumentative essays are usually written by students in
an educational context to improve their writing and critical thinking. Researchers
usually develop approaches to score different quality dimensions of argumentative
essays (e.g., organization [126]). Modeling arguments in argumentative essays has
been approached by Stab and Gurevych [148]. In this work, Stab and Gurevych
[148] let annotators label a corpus of 402 argumentative essays with four argument



CHAPTER 2. RELATED WORK 15

units: premise, claim, major claim, or other. The boundary of an argument unit is
defined to be any span of text within a sentence. A premise is defined as evidence
that underpins the validity of a claim. A claim is a statement that is either true or
false and should not be accepted without additional support. A major claim is a
statement that carries the author’s stance toward the topic of the essay. To capture
argument structure, the notion of argumentative relation is introduced, which in-
dicates a support or attack relation between two argument units (e.g., premise and
conclusion).

Wikipedia Wikipedia is the largest online encyclopedia that is open to contribu-
tions from anybody with internet access. Wikipedia articles cover a wide spectrum
of knowledge, including concepts that are controversial. By focusing on controver-
sial topics, Aharoni et al. [2] annotated 586 articles on 33 topics in Wikipedia with
an argument model that consists of two unit types: claim and evidence. Evidence is
further categorized into anecdote, statistics, or testimony. Whereas statistics is evi-
dence in terms of quantitative or empirical data, a testimony is evidence in terms of
a proposition that is made by an expert or an authority. An anecdote is an example
or description of a specific event or an instance.

A key difference between this model and other argument models is the inte-
gration of the topic of an argument in the model. In this way, a premise or a
conclusion is always tight to a certain controversial topic that defines the context
of the argument. Argument mining approaches that build on this corpus develop
computational approaches that take the topic as input [92].

Legal Texts Law is a significant source of argumentation, given the need to sup-
port court decisions, legal cases, or accusations with arguments. Early work on
modeling arguments in natural text was conducted on legal texts that originate
from the European Court of Human Rights (ECHR, [115]). In this corpus, le-
gal texts represent case law, including information about a case, arguments from
the contending parties (defendant and plaintiff), as well as the decision of the court.
Arguments in this line of research are modeled as a conclusion that is supported by
multiple premises or other arguments. On the language level, argument units are
annotated on the sentence level.

Scientific Papers Argumentation is an essential element of any scientific publi-
cation. Teufel [159] coined the term argumentative zones, which are roles that
passages play as a part of a paper’s contribution [159]. In this work, argumenta-
tive zones in scientific papers were classified into background (generally accepted
scientific background), conclusion, aim (research goal), and own (description of
author’s work). Lauscher et al. [8§7] modeled argument units on the sub-sentence
level into background claim, own claim, and data. Three different relation types
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were distinguished between two argument units: support, attack, and semantically
the same.

Editorials Editorials are opinionated news articles that seek to convince an audi-
ence with a certain view. Compared to argumentative essays, editorials are written
by trained writers to advocate a certain stance on a controversial topic. To capture
arguments in editorials, Al-Khatib et al. [10] annotated argument units in 300 edi-
torials with six types: common ground, assumption, testimony, statistics, anecdote,
and others. While common ground is knowledge about a topic that is accepted by
everybody, assumptions are statements that carry the stance of the author. Testi-
mony, statistics, and anecdote are types of evidence that are similar to those intro-
duced by Aharoni et al. [2]. Other is used when none of the argument unit types
match.

Debate Portals Debate portals are websites where people debate a controversial
topic or outline the main arguments on it. Debate portals can be divided into di-
alogical, which allows two opponents to debate a certain topic, and monological,
where pro and con arguments are listed. Debate portals constitute a primary source
for studying argumentation, given the high quality of arguments and ease of acquir-
ing them. Early work on debate portals was conducted by Cabrio and Villata [33],
who developed an approach to detect whether an argument in a debate supports or
attacks the topic. In this work, an argument is modeled as a span of text that holds
support or attack relations to other arguments on the topic.

2.3 Argument Mining

Argument mining aims at extracting arguments from natural language. An argu-
ment mining pipeline first identifies spans of text that are argumentative (argu-
ment unit segmentation). Later, these text spans are classified into multiple labels:
premise or conclusion (argument unit classification). Argument relation identifi-
cation aims at detecting supporting and attacking relations between two argument
units. A closely related task to argument relation identification is stance classifica-
tion, where the stance of an argument unit or an argument is detected with regard
to a given topic. In the following, we report related work on each of these tasks.

2.3.1  Argument Unit Segmentation

Unit segmentation is a classical segmentation task, which is related to discourse
segmentation [15, 64, 121] as for rhetorical structure theory [98]. Both discourse
and argument units are used as building blocks, which are then hierarchically con-
nected to represent the structure of the text. However, argument units are closer to
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classical logic, with each unit representing a proposition within the author’s argu-
mentation.

Much existing work on argument mining skips the segmentation, assuming
segments to be given. Such research mainly discusses the detection of sentences
that contain argument units [104, 115, 139, 159], the classification of the given seg-
ments into argumentative and non-argumentative classes [149], or the classification
of relations between given units [120, 122, 149].

A few publications address problems closely related to unit segmentation. Mad-
nani et al. [97] identified non-argumentative segments, but they did not segment the
argumentative parts. Levy et al. [92], on the other hand, tried to detect segments
that are argumentatively related to specific topics. However, they did not segment
the whole text.

A unit segmentation algorithm has been applied already by Al-Khatib et al.
[10] in the creation of the Editorials corpus analyzed in Section 4.1. The authors
developed a rule-based algorithm to automatically pre-segment the corpus texts
before the manual annotation. The algorithm was tuned to rather split segments
in cases of doubt. During the annotation, annotators were then asked to correct
the segmentation by merging incorrectly split segments. The authors argue that—
even with a simple algorithm—this approach simplifies the annotation process and
makes evaluating inter-annotator agreement more intuitive.

In the few publications that fully address unit segmentation, a detailed analysis
of features and models is missing. Previous work employs rule-based identifica-
tion [124], feature-based classification [90], conditional random fields [141, 154],
and deep neural networks [50]. Especially early approaches by Stab [154] and Eger
et al. [50] relied on sophisticated structural, syntactical, and lexical features. Eger
et al. [S50] even report that they beat the human agreement in unit segmentation
on the one corpus they consider. Still, the paper does not clarify which linguistic
cues are most helpful to reach this performance. In Section 4.1, we also employ a
deep neural network based on Bi-LSTM, but we perform a detailed comparison of
models and feature sets.

Most existing work trains and tests unit segmentation algorithms on one single
corpus. A frequent choice is one of the two versions of the Argument Annotated
Essay Corpus [148, 154], which is studied by Persing and Ng [124], Eger et al. [50],
Stab [154] himself, and also by us. However, for a unit segmentation algorithm to
be used for web documents, it has to work robustly also for texts from other genres.
Section 4.1, therefore, extends the discussion of unit segmentation in this direction.

Among the few works that study unit segmentation in a cross-genre setting
is [165]. In this work, the authors modeled an argument as a span of text that
is either pro, con, or neutral to a topic. In this way, argument unit segmentation is
performed jointly with stance classification. A corpus was created by retrieving the



18 ADDRESSING CONTROVERSIAL TOPICS IN SEARCH ENGINES

top 500 documents from the Common Crawl Index! on eight controversial topics.
Then, several sequence-to-sequence classifiers were developed to perform the task
both in a cross-topic and in-topic settings. The results of the experiments show
very close results between the in-topic and cross-topic settings, reaching a drop
of 0.06-0.07 F1-score.

Performing unit segmentation with unit classification was studied in a multi-
task setup [143]. Similar to our approach, sequence-to-sequence models were
trained to detect whether a token is the (B)eginnig, (I)nside, or (O)utside an ar-
gument unit. In contrast to our approach, BIO encoding was done depending on
the argument unit type. For example, the beginning token of a conclusion (respec-
tively premise) was encoded as Conclusion-B (respectively Premise-B). Our en-
coding scheme, however, encodes the beginning of a token as Arg-B regardless of
its type. The used sequence-to-sequence model is a combination of Bi-LSTM and
CRF [132]. This model was evaluated in two settings: a single-task and a multi-
task setup. In the single-task setup, the model was tested and evaluated on one of
five corpora that cover the genres: Wikipedia, web, news comments, argumentative
essays, and various. In the multi-task setup, the model detected argument units in
the five corpora jointly by having a shared Bi-LSTM neural network but a separate
CRF layer on top for each different corpus. The experiments show that the model
performed better in the multi-task setup, indicating that training on multiple genres
benefits argument unit segmentation.

2.3.2 Argument Unit Classification

Argument unit classification is the task of classifying an argument unit into one
of the multiple types defined by the adopted argument model (e.g., conclusion or
premise). The argument unit types are decided by the argument model, and hence,
the task is dependent on how arguments are modeled. Researchers train super-
vised classifiers to categorize an argument unit into one of the pre-defined argu-
ment unit types. Early approaches for argument unit classification used supervised
feature-based classifiers to categorize argument units in specific genres. Typical
genres which are studied for argument unit classification are legal domain [105],
essays [148], discussion forums [117], editorials [10], scientific papers [87], and
debate portals [73].

Feature sets used for the classifiers involve syntactic and lexical linguistic clues
(e.g., part-of-speech tags or sentence length) as well as context information of the
argument unit. Context information is captured by features that are extracted for
the preceding and following argument units [115, 149]. The classification per-
formance is measured in terms of macro-averaged F1l-score over the argument
unit types. Examples of classification effectiveness is 0.72 on argumentative es-
says [149] and 0.64 on debate portals [73].

"http://index.commoncrawl.orqg/CC-MAIN-2016-07
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Cross-genre argument unit classification has been first approached by Dax-
enberger et al. [44] and Habernal and Gurevych [71]. Habernal and Gurevych
[69] used support vector machines (SVM; [41]) to classify argument units in doc-
uments from different genres (discussion forums, news, and blogs) into the unit
types of the Toulmin Model. The unit types include evidence, claim, refutation,
rebuttal, and backing. The classification performance in the cross-genre setting is
an Fl-score of 0.21. This low classification performance can be justified by the
difficulty of applying an elaborate annotation scheme, such as the Toulmin model,
on the web.

A more simplistic approach was introduced by Daxenberger et al. [44], who
classified sentences into claim or non-claim. Similar to our experimental setting
in Section 4.1, the experiments involved six argument corpora that represented
six genres (e.g., argumentative essays and news). In the cross-genre setting, clas-
sifiers were trained on one of the argument corpora and tested on another corpus.
The classifiers used in the experiments were logistic regression and a convolutional
neural network. Comprehensive feature sets were used to represent an input sen-
tence which included lexical, syntactic, semantic, structure, and discourse features.
The experiments show that simple lexical features in terms of token n-grams are
the best indicators of claims in and across genre. The F1-score of the logistic re-
gression classifier in the cross-genre setting is subpar to that in the in-genre setting
(a drop of 0.14 points in terms of claim F1-score).

The emergence of transformers allowed for a more effective classification of
argument unit types. Ein-Dor et al. [51] introduced an approach to detect evidence
in a corpus that first filters sentences for a given topic and then ranks sentences
using BERT [46]. To filter sentences on a topic, queries are formulated using
the topic and lists of sentiment and evidence-related words. Then, a three-step
approach is iteratively run to detect evidence gradually: First, run a classifier on
the corpus. Then, let annotators label the classified sentences in the corpus. Finally,
retrain the classifier on the newly labeled sentence set. The approach was applied to
a news corpus and resulted in 198,457 sentences, among which 33.5% are labeled
as evidence. The corpus was used in several experiments to train a BERT classifier
with the goal of detecting evidence sentences in the same corpus and in different
corpora. The experiments show that BERT can rank the top 20 candidates with
a precision of 0.95 and 0.85 in the in-genre and cross-genre settings respectively.
These results show promising applications in argument retrieval systems.

2.3.3 Argument Relation Identification

Argument relation identification is the task of identifying whether an argument unit
supports or attacks another argument unit. Relations between argument units in a
text make up a tree whose nodes are the argument units and whose edges are the
argument relations between them. Palau and Moens [115] developed context-free
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grammar to parse argument structures in legal documents. While such an approach
can work for specific genres, developing context-free grammar that work across
genre is rather hard. Stab and Gurevych [149] trained an SVM on argumentative
essays to identify whether an argument unit supports another argument unit or not.
The best distinguishing features are lexical Boolean features that include, for ex-
ample, word pairs in the argument unit pair and modal verbs.

A similar observation was made by Lawrence and Reed [89], who used several
features that include topic similarity and discourse markers to train classifiers for
argument relation identification. Topic similarity between an argument unit pair
was captured using the length of the shortest path in WordNet? between all word
pairs in the argument unit pairs. According to experiments on AIFdb [22], which
covers several genres, the topic relatedness of an argument unit pair is a stronger
indicator of their support or attack relation than discourse makers.

Apart from topic knowledge, approaches that jointly perform other argument
mining tasks show higher effectiveness at the task of argument relation identifica-
tion [164]. Peldszus and Stede [122] used a Minimum Spanning Tree to identify
argument relations in short argumentative essays. The approach starts by training
classifiers to predict the types of argument units and their relations. The Minimum
Spanning Tree was then applied on a graph whose nodes are the argument units
and whose edges are the support/attack relations. The output of the classifiers on
the separate tasks was then combined to derive weights for the edges between the
pre-segmented argument units in a piece of text. The approach shows that jointly
performing the tasks outperforms running them separately.

2.3.4 Stance Classification

Stance classification deals with identifying whether an argument unit expresses an
attitude in favor or against a given topic. Stance classification has been approached
in several genres, including debate portals [146], social media [107], argumentative
essays [54], Wikipedia [19], and news [55]. The topic input to the task can be a
statement or a short phrase (e.g., a product or a topic). Some researchers modify
the label set for stance detection by adding further labels. For example, in fake
news detection [74], a label is added to describe texts as irrelevant for a given
target. The “neutral” label is usually added in genres where the texts are not always
argumentative (e.g., in news articles [55]).

A major challenge in stance classification is that a text might not mention an ex-
plicit stance towards a topic of interest but only expresses an implicit stance [176].
For example, for a question like “Should vaccines be mandatory?”’, an answer
might be “Medical consent is protected by human rights.” Even though this an-
swer does not explicitly mention a stance toward vaccines, it can easily be inferred

http://wordnet .princeton.edu/
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that the answer is against mandatory vaccines (implicitly mentioned by “medical
consent”). Wojatzki and Zesch [176] studied implicit stance patterns in tweets to-
wards the topic “atheism” by analyzing stance labels towards explicitly mentioned
topics (e.g., “Islam” or “Christianity”). Utilizing the explicit stances as features
to detect the stance toward the topic of interest outperformed the state-of-the-art
on this task. Bar-Haim et al. [20] annotated 3,000 pairs of topics as consistent or
contrastive, depending on whether people have the same stance towards the target
pairs (e.g., e-mobility and electric cars) or the opposite stance (e.g., fuel cars and
electric cars).

2.3.5 Role of Topics in Argument Mining

Extracting and analyzing arguments automatically from natural text benefits from
defining and incorporating relevant topic knowledge. Levy et al. [92] and Rinott
et al. [136] consider arguments to be topic-dependent and study their detection in
the context of a random selection of up to 58 topics from idebate.org. This
work raises the question of why topic-dependence has not been addressed more
urgently until now.

Integrating topics in supervised classifiers helps identifying arguments and
their stance more effectively [151]. The approach of Stab and colleagues is a mod-
ified version of Bi-LSTM [63], which incorporates the topic while jointly detecting
(1) whether a sentence is an argument and (2) its stance on the topic. The designed
neural network outperforms Bi-LSTM without topic integration in both tasks; the
approach gives further evidence for the topic-dependence of argument mining and
stance classification. Whether model transfer between more closely related top-
ics works better is unknown. In Section 4.2, we introduce three topic ontologies
that are tailored to arguments and formally capture relatedness relations between
topics.

Building on the work of Stab et al. [151], Fromm et al. [57] developed a neural
network that embeds the words in a topic using word embeddings and knowledge
graph embeddings. To derive knowledge graph embeddings, the words of the topic
are matched with a knowledge graph (DBpedia). Both the sentence and the topic
are forwarded to two bidirectional recurrent neural networks and then aggregated
and forwarded to a multi-layer perceptron. The topic dependence of stance classi-
fication was recognized by Reuver et al. [134], who showed that cross-topic stance
classification with BERT [46] produces mixed results depending on the topics. In
Section 4.3, we introduce a new formulation of stance classification (same side
side stance classification) that takes a step toward making the task less dependent
on the topic as input.

Incorporating topic knowledge in supervised approaches for argument relation
identification is an active research direction. Paul et al. [119] used a knowledge
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graph (ConceptNet?) to extract entities in an argument unit pair and the graph paths
between all entity pairs. Knowledge graphs include factual knowledge in terms of
edges that represent two entities. An example can be (marijuana, is a type of, drug).
The entities and paths are embedded in a neural network together with the text of
the argument units. The proposed neural architecture outperforms several strong
baselines, scoring an F1-score of 0.64 on debate portals and 0.60 on argumentative
essays.

Robustness to unseen topics was first approached by Cabrio and Villata [33],
who used a textual entailment system to identify argument relations in debate por-
tals. The textual entailment system classifies an argument to either entail (i.e.,
support) or contradict (i.e., attack) another argument on the topic. The approach
achieves an accuracy of 0.69. This approach for argument relation identification is
close to same side stance classification, which we introduce in Section 4.3. How-
ever, we conduct in-topic and cross-topic experiments to evaluate the generaliz-
ability of approaches across topics. While the experiments conducted by Cabrio
and Villata [33] evaluate the system on unseen topics, the used dataset was rather
small, covering 200 arguments and 19 topics. A more elaborate and comprehen-
sive topic sampling while designing experiments is likely to reveal more insights
into how difficult the task is. In Section 4.2, we introduce topic resources that are
suited for argumentation and that are created by domain experts.

Topic knowledge is also utilized to generate arguments. Bilu et al. [23] in-
troduced an approach that matches an input topic against a list of topics that are
paired with sets of topic-adjustable commonplace arguments (e.g., black-market
arguments). In a similar vein, Bar-Haim et al. [20] identified consistent and con-
trastive topics for a given topic with the goal of expanding the topic in a new direc-
tion (e.g., fast food versus obesity). Both approaches show the merit of utilizing
argument topic ontologies in argument generation. Perhaps only abstract argu-
mentation can be conceived as topic independent, since it studies the structure and
relations among arguments more than their language.

Topic Ontologies In information science, an ontology is defined as “an explicit
specification of a conceptualization” [66]. Topic ontologies are a specific type of
ontologies that specify topics as nodes of a directed acyclic graph. An edge in the
graph then implies an “is part of’-relation between the topics [177]. The effort in
creating topic ontologies ranges from ad-hoc decisions (e.g., tags for blog posts)
to extensive classification schemes for libraries. The oldest classification scheme
that is still used today in libraries is the Dewey Decimal Classification. It has
been translated into over 30 languages, and it contains several tens of thousands
of classes. Most topic ontologies focus on a specific domain, such as the ACM

*https://conceptnet.io/
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Computing Classification System for computer science or DMOZ for web pages.*
The only topic ontology directly linked to arguments is that of Debatepedia.

Hierarchical Text Classification Hierarchical text classification aims at classify-
ing a document into a class hierarchy. Depending on how the hierarchical structure
is exploited, classification can be done top-down (from higher classes downwards),
bottom-up, or flat (ignoring hierarchical relations) [144]. Researchers usually train
supervised classifiers for each class in the hierarchy [156].

2.4 Argument Retrieval

Argument retrieval is a research area centered around the idea of retrieval systems
that retrieve pro and con arguments for a given query. Queries related to argument
retrieval are those that seek opinions on a topic. In information retrieval, queries
related to controversial topics and forming opinions have been approached from
several angles, which we review first. Research on argument retrieval started by
proposing prototypes that envision architectures for argument retrieval. The pro-
totypes take pragmatically different views, which we systematically compare in
Subsection 2.4.2. A central component in an argument retrieval system is a rank-
ing model that sorts arguments for a given query according to a specific quality
criterion. We report in Subsection 2.4.3 on approaches that cover ranking argu-
ments with regard to their quality and topical relevance.

2.4.1 Argumentative Questions

Argumentative questions look for arguments or opinions on a given topic. In this
thesis, we introduce an approach to identifying argumentative questions in the
query logs of search engines. Related work to argumentative questions covers
analyzing search engine bias on controversial topics, analyzing queries on contro-
versial topics, and identifying opinion questions in community question answering.

Bias in search engines Starting from a pre-defined list of controversial topics,
Gezici et al. [60] observed a tendency by major search engines to rank liberal
content higher than conservative content. Kulshrestha et al. [84] evaluated the
contribution of search system components such as source documents and ranking
algorithms to political bias in search results. Yom-Tov et al. [180] observed that
most users are more likely to read opinions that match their views, and that diver-
sification of the results can only be successful if the documents with the opposite
view are lexically similar to the user’s queries. Azzopardi [16] surveyed different
sources of cognitive bias in search on socio-political topics. Our work sheds light

*nttps://dl.acm.org/ccs and https://dmoz-odp.org/
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on the count and characteristics of argumentative questions in query logs, whose
askers might be more prone to bias than those of factual questions.

Query analysis on controversial topics  Gyllstrom and Moens [67] identified con-
troversial topics in web search queries by checking whether Google auto-complete
suggests positive and negative words for a given concept. Weber et al. [175] filtered
queries on controversial topics and labeled them with “left” or “right” by checking
whether the clicked URL for a query is a left or right political blog. Chelaru et al.
[36] extracted queries from AOL query logs using templates and labeled them as
positive, negative, or objective. Topics that occur in both positive and negative
queries more than a specific threshold were considered to be controversial. While
this work is closest in spirit to our approach for identifying argumentative questions
in Section 3, our work focuses on question-like queries which are less ambiguous
with regard to their intent than short queries. Cambazoglu et al. [34] annotated
a sample of 1,000 web search questions with a taxonomy of 16 question types,
which include opinion and reason questions. The study shows that opinion and
reason questions amount to about 1% of web search questions. The low magni-
tude of opinion questions in search query streams is a challenge for such holistic
taxonomies and hence for developing answering systems for them. In Section 3,
we concentrate on argumentative web search questions by sampling questions on
controversial topics and classifying them into factual, argumentative, and method
questions.

Opinion questions in COA/QA Researchers studied subjective and opinion ques-
tions mainly in the context of community question answering (CQA). The moti-
vation for this classification was to fact-check answers to factual questions [101],
suggest similar questions with the same intent [37, 94], or automatically answer
opinion questions [18, 83]. The latter approaches classify the polarity of an opin-
ion question into negative or positive and return answers with the same polarity for
the question. Since this might lead to undesired bias by emphasizing the view of
the question, Moghaddam and Ester [106] proposed a mechanism to retrieve both
negative and positive answers. Even though opinion questions seem to be close to
argumentative questions, argumentative questions differ conceptually by targeting
controversial topics, which are characterized by disagreement and require reasoned
arguments as answers.

Argumentative questions and controversial topics are a source of bias for search
engines. Argument retrieval systems provide the needed technology to respond ap-
propriately to argumentative questions. In the following, we compare three existing
argument retrieval systems with regard to the choice of their argument sources and
the consequences thereof on the design of each of the argument retrieval systems.
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FIGURE 2.1: Comparison of three general argument acquisition paradigms: args.me and
IBM Debater index arguments offline, relying on distantly supervised harvesting and on
mining from recognized sources respectively. ArgumenText indexes documents and mines
online at query time. The level of supervision reflects the effort humans spend to create
arguments from a source, which in turn implies notable differences regarding index sizes,
topic bias, and noise in the data.

2.4.2 Argument Acquisition

Existing argument retrieval prototypes [93, 151, 173] follow paradigmatically dif-
ferent approaches to argument acquisition: see Figure 2.1 for a comparison. The
choice of argument sources and mining methods is usually tightly coupled and con-
stitutes a decisive step in designing an argument retrieval system. The smaller the
ratio of explicit arguments to other text in the sources, the more effort needs to be
invested to mine high-quality arguments.

ArgumenText (Figure 2.1 bottom) follows web search engines in indexing en-
tire web documents. Using a classifier trained on documents from multiple genres,
ArgumenText then mines and ranks arguments from topically relevant documents
at query time [152]. The advantages of this approach are recall maximization (“ev-
erything” is in the index) and the possibility to decide whether a text span is argu-
mentative on a per-query basis. A disadvantage may arise from the aforementioned
as of yet unsolved problem of cross-genre robustness [44].

The approach of IBM Debater (Figure 2.1 center) is to mine conclusions and
premises of arguments from recognized sources (such as Wikipedia and high-
reputation news portals) with classifiers trained for specific topics [92, 93, 136].
The arguments are indexed offline (i.e., unlike ArgumenText, the retrieval unit is
an argument, not a document)—the complete documents may still be stored in an
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additional storage. Argument retrieval then boils down to topic filtering and rank-
ing. While the source selection benefits argument quality, recall depends on the
effort invested into the training of the classifiers (i.e., human labeling is involved
to guarantee the effectiveness of the topic-specific classifiers).

Finally, the approach of args.me is shown at the top of Figure 2.1. Arguments
from debate portals are indexed offline, similar to IBM Debater. However, instead
of classifier-based mining, arguments in args.me are harvested using distant super-
vision, exploiting the explicit debate structure provided by humans (including ar-
gument boundaries, pro and con stance, and meta data). This does not only benefit
the retrieval precision but also renders our approach agnostic to topics. A short-
coming of this approach is that it needs to decide what an argument is at indexing
time, independent of a query. To some extent, this restriction can be overcome
in the future through more elaborated topic filtering and ranking algorithms. Be-
sides, the gain of precision comes at the expense of recall as the number of sources
qualifying for distantly-supervised argument harvesting is limited.

2.4.3 Argument Ranking

Ranking arguments should take their quality in account. Aristotle [14] introduced
in his theory on the art of persuasion three modes that a speaker should consider
while delivering a speech: logos, pathos, and ethos. While ethos is concerned with
establishing the credibility of the speaker, logos is concerned with constructing or
delivering a logical argument. Pathos, on the other hand, deals with appealing to
the emotions of the target audience.

According to the theory of pragma-dialectics, the quality of an argument em-
anates from framing it in a way that fits the audience. The values of the audience
and the sequence in which arguments are delivered play a major role in their effec-
tiveness on the audience. In Section 5.1, we introduce an approach to identify the
frames of an argument, which enables users to select and arrange arguments based
on the audience they are targeting.

Logic evaluates an argument with regard to its constituting argument units and
their relations. In informal logic, an argument is considered good if it satisfies
three conditions: acceptability, relevance, and sufficiency, and in this case, it is
called cogent. An argument is considered acceptable if its premises are worthy of
being considered true by a given audience [24]. The premises of an argument are
considered relevant to its conclusion if the acceptance of the premises has some
bearing on the truth of the conclusion [43]. Notice that a global notion of argument
relevance exists, which represents its contribution to resolving the disagreement
tackled in an argumentation. Sufficiency assesses whether the premises of the ar-
guments provide enough amount of grounds to the conclusion [24].

Ranking arguments raises the question of what quality dimensions should be
considered while developing and evaluating retrieval models for arguments.
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Wachsmuth et al. [172] systematically categorized three aspects of argument qual-
ity into a taxonomy that covers logic, rhetoric, and dialectic. Each of the aspects is
subdivided into several dimensions (e.g., logic is subdivided into local relevance,
local acceptability, and local sufficiency). Using the dimensions, seven annota-
tors labeled 320 arguments with regard to 15 quality dimensions with a three-point
scale. The inter-annotator agreement on the 15 dimensions ranged between 0.26
and 0.51 Krippendorfs’ «, showing the subjectivity of assessing argument’s qual-
ity. The study shows that humans agree more on how reasonable an argument is
than how well it appeals emotionally to an audience (0.5 for reasonableness versus
0.26 for emotional appeal). Wachsmuth and Werner [171] extended this study by
developing regression models to rank the labeled arguments using features such
as the usage of discourse markers. The regression models achieve an acceptable
mean absolute error ranging from 0.22 to 0.44 for the different quality dimensions.
According to the experiments, the best features to predict argument quality are sub-
jectiveness as modeled by the usage of personal pronouns, sentiment, as well as the
length of the argument text.

To assess global argument relevance, Wachsmuth et al. [174] created a graph
of arguments by connecting two arguments when one uses the other’s conclusion
as a premise. Later, they exploited this structure to rank the arguments in the graph
using PageRank [114]. This method is shown to outperform several baselines that
only consider the content of the argument and its local structure (conclusion and
premises).

A departure from the theory on argument quality was first taken by Habernal
and Gurevych [70], who let crowd workers choose which argument in an argument
pair is more convincing. Labeling arguments in pairs provides a reference for
comparison as well as more context about the topic, making the ranking arguments
easier for annotators and supervised approaches. The annotation study covered
16,081 argument pairs and 16 topics. Additionally, the crowd workers provided
a reason for why the chosen argument is more convincing. The authors derive a
ranking for all arguments on a topic by constructing a directed argument graph
and applying PageRank to it. The nodes of the constructed argument graphs are
arguments, while an edge implies that the source argument is more convincing than
the target argument. Supervised classifiers such as support vector machines and
transformers achieve an accuracy of 0.78 and 0.83 on this task [160] respectively.
The high classification performance shows the feasibility of ranking arguments
according to their persuasion using machine learning approaches.

From an information retrieval perspective, retrieval models are the standard
components in a retrieval system for ranking documents. A retrieval model is a
function that takes a document and a query and returns a score representing how
relevant the document is to the query [42]. Retrieval models rank documents
according to their topical relevance to the query and their user relevance [42].
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Whereas the topical relevance of a document is whether it is about the same topic
of the query, user relevance is more concerned with the document’s contribution
to solving the problem faced by the user [178]. The first studies on argument re-
trieval used standard retrieval models to rank arguments. The first prototype of an
argument retrieval system used BM25F to rank arguments, which allows giving
different weights to the conclusion, premise, or context of an argument.

Potthast et al. [128] evaluated four retrieval models at ranking arguments with
regard to their relevance to a given query as well as argument quality. For argument
quality, the authors adopted the argument quality aspects surveyed by Wachsmuth
et al. [172]: logic, rhetoric, and dialectic. One of the main findings is that Dirich-
letLM [181] and DPH [12] are on par, and each is better at ranking arguments
than BM25 [137] and TF-IDF [80]. Gienapp et al. [61] extended this work by
proposing a pairwise strategy that reduces the costs of crowdsourcing argument re-
trieval annotations by 93% (i.e., annotating only a small subset of argument pairs).
Bondarenko et al. [29] introduced Touché which is a shared task that covers two
tasks: retrieving arguments for argumentative questions and retrieving argumen-
tative documents (i.e., web documents that include arguments) for comparative
questions. The approaches submitted to the shared task integrate techniques for
assessing argument quality and query expansion.

Dumani et al. [48] introduced a probabilistic framework that operates on se-
mantically similar conclusions and premises. The framework utilizes support/attack
relations between clusters of premises and conclusions and between clusters of
conclusions and a query. The framework is found to outperform BM25 in ranking
arguments. Later, Dumani and Schenkel [47] also proposed an extension of the
framework to include the quality of a premise as a probability by using the fraction
of premises that are worse with regard to the three quality dimensions of logic,
rhetoric, and dialectic. Using a pairwise quality estimator trained on the Dagstuhl-
15512 ArgQuality Corpus [172], their probabilistic framework with the argument
quality component outperformed the one without it on the Touché Task 1 data [27].

An important aspect of argument ranking approaches is guaranteeing that the
retrieved arguments are not biased toward a certain stance on the topic. Cherumanal
et al. [38] introduced three fairness metrics that evaluate whether a certain stance
is more dominant than the other in a ranking of arguments. The more arguments
are found to be supporting a specific stance in the top positions of the retrieved
arguments, the lower the reported fairness by the metrics. The metrics are used to
evaluate the fairness of the rankings by all systems submitted to Touché 2020 [27].
The correlation between the NDCG of the submitted systems and the three fairness
metrics is negative, showing that the output of argument retrieval systems can be
biased toward a particular stance.

Use cases for argument retrieval include writing and debating support. In com-
parison to user queries in conventional search that can often be satisfied by one or
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a few retrieved documents, these use cases require a broader consideration of the
retrieved arguments. Hence, users of an argument retrieval system will often in-
vestigate both stances and multiple frames on a given topic. While several studies
tackled the task of ranking arguments according to their quality [69, 174], how to
aggregate arguments into frames is largely unstudied. In Chapter 5, we introduce
an approach to identify the frames of an argument and present a visual interface
that presents arguments along the aspects they cover of a controversial topic. In
the following, we introduce the concept of framing and related work to framing in
natural language processing.

2.5 Framing

Entman [52] was the first to introduce a formal definition of framing as a way to
select and make specific aspects of a topic salient. Subsequent research on framing
is concentrated on the effect of using frames in news articles on a specific audience.
One of the open questions is whether frames are topic-specific, generic, or both.
Vreese [170] studied framing in news articles and considered frames to be either
topic-specific or generic. Johnson et al. [79] and Card et al. [35], on the other hand,
defined frames to be independent of the topic and investigated their usage across
different topics.

Recently, framing caught some attention in the NLP community. Different
computational models have been developed for modeling frames in natural lan-
guage text. Recasens et al. [131] analyzed frames in general by identifying one-
sided tokens in Wikipedia articles. Tsur et al. [166] used topic models on state-
ments released by congress members of the two major parties in the US, Republi-
cans, and Democrats. The learned topics were then aggregated into clusters, such
as health and economy, and interpreted as being generic frames. On this basis,
the authors studied the frequency of the frames in the released statements for the
two parties as well as their distribution over time. Related work was conducted by
Menini et al. [99] to model frames in political manifestos released by the parties
(texts declaring a stance) as clusters of key phrases. The developed method was
shown to outperform standard topic models in capturing frames.

Card et al. [35] annotated around 20,037 news articles on three topics (same-
sex marriage, immigration, and smoking), along with a list of 15 generic frames.
While the annotations had to cover continuous text spans, their granularity was
left unspecified. The inter-annotator agreement on frames for the different frames
ranged between 0.08 and 0.23 in terms of Krippendorff’s . By comparison, our
dataset covers both generic and topic-specific frames and is annotated on the argu-
ment level. Naderi and Hirst [109] extended the work of Card et al. [35] by training
a neural network to classify the frames in the constructed corpus. The authors mod-
eled frames on the sentence level and reached an accuracy of 53.7% in multi-class
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classification and 89.3% for one-against-others classification. Using the same cor-
pus, Field et al. [56] created a lexicon for each one of the 15 frames and analyzed
which frames are used mainly to talk about the United States in Russian news.

The relation between arguments and frames was introduced briefly in some
works [31, 58]. Still, recent research on computational argumentation largely ig-
nores frames, and a model for aggregating arguments into frames is still missing.
Naderi [108] considered a frame to be an argument and classified sentences in
parliamentary speeches into one of seven frames. Reimers et al. [133] created a
dataset of argument pairs that are labeled according to their similarity. Based on
the dataset, they introduced the task of argument clustering, which aims at classi-
fying an argument pair with the same topic into similar or dissimilar. The main
difference to our work in Chapter 5 is that no explicit aspect is assigned to the
arguments during annotation.



Chapter 3

Identifying and Analyzing Argumentative Questions

Information needs related to forming an opinion on a controversial topic constitute
a challenge for search engines. An example of such a question is “why should
marijuana be legalized?” Search engines are less effective in answering such
non-factual questions compared to factual ones [34]. Moreover, search results for
queries related to controversial topics tend to be a source of bias [60].

Retrieving arguments to a controversial topic promotes transparency since ar-
guments not only support a position on a controversial topic but also include the
justification for this position. In this section, we tackle the task of identifying
questions that look for arguments—argumentative questions—in the query log of
a search engine using a two-step scheme. Our scheme simplifies the task by first
detecting whether the context of a question is controversial or not, and, if the con-
text is controversial, then classifying the question as one of factual, method, or
argumentative. Using the annotation scheme, we perform a crowdsourcing anno-
tation of a sample of the Yandex query log from 2012. This results in a dataset
of 39,340 questions about 19 controversial topics.! We analyze the questions in
the dataset with regard to their form in order to gain insights into what the char-
acteristics of argumentative questions are. To operationalize our method, we build
classifiers to automatically identify argumentative questions along with factual and
method ones.

3.1 Dataset Construction

Given that no available question datasets exist on controversial topics, we con-
ducted an annotation task to create one starting from 2 billion archived Yandex
queries in Russian from 2012.

Following Volske et al. [169], we first extracted queries from the Yandex log
starting with a question word that resulted in 1.5 billion questions. To find ques-

!The anonymity of the questions’ askers is preserved by sampling only frequent questions from
the logs. An exemplary data sample can be found here:
https://files.webis.de/data-in-production/data-research/arguana/webis-arg-questions/dataset.csv
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TABLE 3.1: Controversial topics used in the study.

Debate portals Russian news

Abortion 2011—2013 Russian protests
Death penalty Alexei Navalny

Euthanasia Anatoliy Serdyukov
Evolution European debt crisis

Gay marriage Floods in Krymsk

God exists Magnitsky Act

Nord Stream
Presidential elections

In vitro fertilization
Legalize marijuana
Putin
Pussy Riot trial
Yukos

TABLE 3.2: The absolute and relative count of the questions per label in the dataset.

Label Absolute Relative Label Absolute Relative
Topic abountness Question types

On topic 40,689 T3% Factual 25,332 64%

Not on topic 11,665 24% Argument. 10,982 28%

I1l-formed 1,477 3% Method 3,026 8%

tions asking about controversial topics, we created a list of such topics (cf. Ta-
ble 3.1) by: (1) Selecting eight debate topics from the args.me corpus [6] with the
highest number of arguments. (2) To cover local issues, we also selected 11 de-
bated topics from the list of the most important events in 2012 according to the
Russian RIA news agency.” Since question topic classification is not the focus of
our study, we opted for the following simple approach. We manually expanded
each topic with synonymous phrases, e.g., “gay marriage” — “same-sex marriage”
(on average, five phrases for each topic). A question was then considered on a
topic if its lemmas contained all the lemmas of one of the topic phrases. Filtering
the questions using the expanded phrases for the 19 topics resulted in 4.5 million
questions.

We then sampled 54,850 questions and annotated them in two subsequent la-
beling tasks on the crowdsourcing platform Toloka:® (1) topic aboutness to label
questions with whether they are about the controversial topic (on topic), contain
the topic’s lemmas but do not ask about the topic (not on topic), or are not gram-
matically correct questions (ill-formed). An example of a not-on-topic question

Zhttps://ria.ru/20121221/915705250.html
Shttps://toloka.ai/
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is “What is evolution of marketing?” which does not ask about Darwin’s theory
of evolution (our controversial topic). And (2) question type labeling of on-topic
questions into the following question types:

* Factual questions asking about information that most people agree on (facts),
e.g., “Which countries legalized marijuana?”

* Argumentative questions seeking arguments or opinions for or against a topic
or a statement in a question—an answer would ideally contain reasoned ev-
idence which people might accept, reject, or doubt, e.g., “Should marijuana
be legalized?”

* Method questions seeking a list of instructions or a description of a method
to reach a goal, e.g., “How to hold a referendum on legalizing marijuana?”

These three question types differ in how widely acceptable their answers are. An
answer to factual questions is a single fact that can be verified. On the other hand, a
multitude of opposing and acceptable arguments exist to argumentative questions.
Similarly, different lists of instructions exist for achieving a goal, which in turn
differ in the required effort to follow them and their outcomes.

We conducted both annotation tasks in two steps: a pilot study to test the anno-
tation tasks and collect quality checks and the main study. The annotation instruc-
tions for both tasks included the description of the labels as provided above and an
example for each label. For topic aboutness, we provided an excerpt of the corre-
sponding Wikipedia article that describes the topic. We split questions belonging
to a topic into batches of 10 items, one of which was a quality check. We assigned
three workers to each task and allocated a new worker in case one of the workers
got suspended due to low annotation quality. To guarantee the quality of annota-
tions, the tasks were conducted with a qualification test and quality checks. The
qualification tests for both tasks comprised 25 pre-annotated questions on the topic
“death penalty”. Workers were admitted to the annotation tasks if their accuracy
exceeded 70% in the qualification test on topic aboutness and 50% on question
type labeling. We suspended workers whose accuracy on the quality checks was
lower than the specified threshold (70% for topic aboutness and 50% for question

types).

Pilot Study We randomly sampled 120 questions from the dataset on the 19 top-
ics (cf. Table 3.1), resulting in 2,280 questions. From these questions, 25% were
used as quality checks and qualification tests and were annotated by two experts
who are native Russian speakers. The rest 75% of the questions were labeled by
crowd workers. The workers’ inter-annotator agreement for the topic aboutness
annotations was a Krippendorff’s o = 0.55 and for question type labeling oo = 0.45.
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Main Study The main annotation phase covered the 52,570 questions that re-
mained after excluding the questions used in the pilot study. Questions with per-
fect agreement in the pilot study were added to the quality checks. During the
annotation, we iteratively expanded the set of quality checks from crowdsourced
annotations with perfect agreement. We used each of the quality checks only once
to ensure that workers do not memorize them.

The workers achieved an a of 0.55 on the topic aboutness task and an « of 0.49
on question type labeling. The questions on which the crowd workers achieved
majority agreement amounted to 50,316 questions (92% of all questions) and were
used to construct the final dataset.

Annotation Results Table 3.2 shows the distribution of the annotated questions
over the topic aboutness labels and question types. The statistics show the merit
of conducting the topic filtering steps as 24% of the sampled questions are not on
the 19 controversial topics. The majority (64%) of the questions on controversial
topics in our study look for facts, while 28% of the questions look for arguments.
This indicates that people use search engines more often to look for some back-
ground information about controversial topics like factual evidence, but the share
of argumentative questions is substantial.

3.2 Quantitative Question Analysis

Having crowdsourced a question dataset on controversial topics, we analyze what
distinguishes argumentative questions from factual and method ones. Our analysis
mainly targets four characteristics of questions that we assume to set apart argu-
mentative questions from the other question types: question words, predictions,
comparisons, and personal pronouns. To capture the characteristics in a question,
we develop patterns that use surface features of questions (e.g., lemmas, part-of-
speech tags, and tense information), which we extract using the mystem tagger.*

Question Words Question words are a strong indicator of the answer type for a
question. Early research on question answering considered factual questions to
start with wh-words [95] and mapped each wh-word to an entity type (e.g., “time”
for when). Compared to wh-questions, which seek short answers, yes/no questions
are statements which are converted into questions. In the context of controversial
topics, we expect yes/no questions to be claims that the users have and would like
to collect evidence for. On the other hand, we anticipate that questions starting
with wh-words look for background knowledge about a controversial topic.

*https://yandex.ru/dev/mystem/
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TABLE 3.3: The absolute and relative count of factual, argumentative, and method ques-
tions in the dataset for each characteristic in the analysis.

Characteristic Factual Argumentative Method All

Rel Abs Rel Abs Rel Abs Rel Abs

Yes/No 72% 1,743 13.8% 1,501 0.4% 13 83% 3,262
Predictions 38% 921 82% 892 0.6% 19 48% 1,875
Comparisons 32% 777 57% 625 4.4% 130 4.0% 1,559
Personal Pronouns 0.3% 83 38% 412 0.43% 13 13% 508
Wh-words 67.0% 16,980 62.0% 6,807 94.3% 2,852 67.7% 26,639
why 1.3% 325 20.7% 2253 0.0% 1 6.6% 2,605
how 70% 1,704 7.6% 833 87.5% 2,590 13.4% 5,274
how much/many 10.5% 2,553 21% 228 0.2% 5 74% 2914
* money 3.4% 819 04% 43  0.1% 2 23% 907
* people 2.4% 585 0.7% 81 0.0% 0 1.8% 691
* time 1.3% 322 0.1% 14 0.0% 0 09% 354

Personal Pronouns We expect search engine users to refer to themselves or to an
imaginary audience while formulating an argumentative question. To capture such
questions, we extracted all questions whose subject is a first-person or a second-
person pronoun.

Predictions One way of approaching a controversial topic is deliberation, where
people try to argue for a possible course of action by predicting its consequences.
We expect a subset of argumentative questions to ask for predictions that pertain to
the controversial topic (e.g., “Will legalizing marijuana reduce crime?”). To extract
prediction questions, we developed a pattern that looks up whether the first verb is
will or whether it is in the future tense.

Comparisons Controversial (or argumentative) topics can also be formulated as a
comparison between at least two options (e.g., death penalty vs. life imprisonment).
A recent study on comparative questions asked on the web shows that more than
50% of such questions are argumentative, not factual [27]. To identify comparative
questions in our dataset we apply eight regular expressions that were proposed
in [30] and that were shown to classify comparative questions with a precision
of 1.0.

The distribution of factual, argumentative, and method questions in the ex-
tracted questions for each characteristic is shown in Table 3.3. We also list exam-
ples of the extracted questions for each characteristic, together with the question
type most associated with it in Table 3.4. By comparing the relative counts for
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TABLE 3.4: Example questions for each characteristic in the analysis and their question
types: factual, method, and argumentative (Arg). The questions are translated from Rus-
sian to English.

Characteristic Question Type
Yes/No Is marijuana legalization possible? Arg
Predictions Will marijuana be legalized in Russia? Arg
Comparisons Should we have partial or full marijuana legalization? Arg
Personal Pronouns Do you think the president will legalize marijuana? Arg
why Why are people in favor of legalizing marijuana? Arg
how How to fill an amendment for marijuana? Method
how much money How much does marijuana cost? Factual
how many people How many people consume marijuana? Factual

how much time  How many hours can one detect marijuana in the body? Factual

factual and argumentative yes/no questions, we observe that they are almost twice
more likely to be argumentative than factual. Wh-questions, on the other hand,
cover almost the same proportion (two-thirds) of factual and argumentative ques-
tions and the majority of method questions. By analyzing the distributions for the
single question words, we notice clear associations of some of them with the ques-
tion types that we report in the table. As illustrated in the table, 20% of argumen-
tative questions start with why, which shows that users ask explicitly for reasons
when they look for arguments. A stronger association can be seen for method
questions which are dominated by how with 87.5%. Interestingly, about 10% of
factual questions look for quantities using how much/many. We customized the
regular expression to capture different types of quantities people ask for (money,
people, and time) by specifying synonymous verbs or nouns to the quantity
type after how much/many. It turns out that a third of the questions that look for
quantities ask about money, while about 20% ask for the count of people.

A closer look at the question type distribution for predictions shows that 8.2%
of argumentative questions are written in the future tense in comparison to 4.4%
for the other question types. These numbers confirm our assumption that asking
for predictions is a strong indicator of argumentative questions. Personal pronouns
match almost only argumentative questions, which renders personal pronouns a
strong indicator of argumentative questions. Still, the very low percentage of
matched argumentative questions (3.8%) shows that users formulate argumentative
questions more objectively. Comparative patterns are insufficient to distinguish ar-
gumentative questions since the relative count of method questions is quite close
to that of argumentative (5.7% versus 4.4%).
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TABLE 3.5: Fl-score for classifying questions on controversial topics into factual,
method, and argumentative; in-topic and cross-topic settings.

In-topic Cross-topic
Classifier Fact. Method Arg. Macro Fact. Method Arg. Macro
Random 044 013 031 0.29 043 0.12 030 0.28
Majority 0.78 0.00 0.00 0.26 0.78 0.00 0.00 0.26
Rule-based 0.71 0.62 048 0.60 0.69 056 046 0.57
Logistic regression 0.86 0.70 0.67 0.74 0.80 0.52 0.61 0.65
RuBERT 090 083 0.78 0.84 0.85 0.74 0.74 0.78

3.3 Experiments

In this section, we assess the effectiveness of automatic classifiers that map the
questions in our dataset to their question types (factual, method, or argumenta-
tive). Since new controversial topics emerge all the time, a key challenge lies in
generalizing beyond the 19 topics contained in the dataset.

To assess this, we conduct in-topic and cross-topic experiments on the dataset
where we control for the topic differently. We use only questions that are labeled on
topic in our dataset in both experiments. The in-topic experiments are conducted in
a 5-fold cross-validation fashion. While sampling the folds, the dataset questions
are stratified by their topics, making each fold equally cover all the topics. The
cross-topic experiments, on the other hand, are conducted in a leave-one-out cross-
validation fashion. Here, we use all the questions on one topic as a test set while
taking the remaining questions as a training set. As evaluation metrics, we use
F1-score for each of the three question types and their macro average.

Our classifier is based on RuBERT [85], which is a BERT [46] model pre-
trained on the Russian Wikipedia and news articles. We feed the question to Ru-
BERT as [CLS] question [SEP] and fine-tune it for two epochs with a learning
rate of 2 x 107°.

In addition, we use four baselines: random baseline, majority baseline, a rule-
based classifier, and logistic regression. The rule-based classifier relies on the in-
sights gained from the analysis in Section 3.2, which shows a strong association
between the wh-words and the three question types. The rule-based classifier cate-
gorizes a question into factual if it starts with one of the wh-words, except for how
and why, for which the classifier predicts the question types method and argumen-
tative, respectively. In case the question starts with any other word, it is classified
as argumentative. The logistic regression classifier takes the count of 1-3-grams
and the count of part-of-speech 1-3-grams in the question as features.

Table 3.5 shows the classification results in the in-topic and cross-topic exper-
iments. The rule-based classifier reaches a comparable macro F1-score of 0.57 in
both experiments, showing that question words are a strong indicator of the ques-
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TABLE 3.6: Examples of questions in the test datasets of the cross-topic experiments
which RuBERT classified wrongly.

Question Label Prediction
Should gays be allowed to marry? Argumentative Factual
How was death penalty done in the USSR? Method Factual

tion type regardless of the topic. RuBERT is more robust across topics than logistic
regression and suffers only a drop of 0.06 macro F1-score between the two exper-
iments in comparison to 0.09 for logistic regression. Whilst RuBERT and logistic
regression perform very well on factual questions, RUBERT performs substantially
better on non-factual questions.

3.3.1 Error Analysis

The results of the experiments show promising results in classifying questions on
controversial topics into factual, method, and argumentative. Still, the effectiveness
of RuBERT in the cross-topic setting (F1-score of 0.78) indicates a large potential
to improve the classifier. To this end, we conduct an error analysis that aims at
detecting systematic errors that provide insights into how to improve the approach.
In the error analysis, we manually check questions in the test sets of the cross-topic
experiments for which RuBERT predicts the wrong question type.

Overall, we find that the most confused question types are factual and argu-
mentative, with 2,995 factual questions classified as argumentative and 2,683 ar-
gumentative questions classified as factual. We notice that the cause of some errors
is keywords or the question tense which are correlated with factual or argumenta-
tive questions. Table 3.6 shows examples of these errors. Some keywords are often
used in factual questions in the dataset (e.g., “allowed” or “approve”). RuBERT
seems to rely extensively on such keywords, causing argumentative questions that
use them to be classified as factual (e.g., Question 1 in Table 3.6). A similar case
can be observed for questions in the past tense, which is more used in factual ques-
tions. Because of this, RuBERT tends to classify method questions in the past tense
as factual (e.g., Question 2 in Table 3.6). The analysis shows that RuBERT tends to
rely on surface features to predict the question type. This can be explained by the
scarce context provided in the question and hints at the need to expand the question
with more information about the topic.

3.4 Summary

In this section, we annotated in a crowdsourcing task a question dataset that is
sampled from the Yandex query log and covers 19 controversial topics. Each of the
questions is labeled with whether it is on one of 19 controversial topics, and if so,



CHAPTER 3. IDENTIFYING AND ANALYZING ARGUMENTATIVE QUESTIONS39

with whether it looks for a fact, a method, or arguments. The crowdsourcing study
shows that the percentage of argumentative questions is high (28%), which clearly
speaks for the importance of properly answering them. A comparative analysis of
argumentative questions against the other question types provides first insights into
their structure and properties: argumentative questions tend to ask for reasons and
predictions. Experiments on the dataset show high effectiveness (F1-score of 0.78)
in automatically classifying questions into argumentative, factual, or method, even
on unseen topics.






Chapter 4

Generalizability of Argument Mining Approaches

Answering web queries that seek arguments requires a suitable source of argu-
ments. The web offers the largest source of information that we know of, which
guarantees a broad coverage of argumentative content. Existing approaches for
mining arguments include several steps: segmenting a document into argument
units, classifying their argumentative roles, and classifying their stance on a given
topic.

Developing argument mining approaches to extract arguments from the web is
obstructed by its different genres. This chapter starts by developing an approach
to detect argument units in a genre-robust way. Since argument units might span
multiple sentences or just a couple of words, we model argument units on the
token level by labeling each token with regard to an adjacent or enclosing argument
unit with (B)eginning, (I)nside, and (O)utside. We relabel three existing argument
corpora that represent different genres with the proposed token-level annotation
scheme. In in-genre and cross-genre experiments, we develop and evaluate three
different machine learning models that predict the label of a token while encoding
three different broadness-levels for the context.

Argument mining approaches should be effective at providing arguments to
topics that are not covered by the corpora on which they are trained. Hence, the
generalizability of argument mining approaches to new topics is an essential con-
dition for retrieving arguments to web search queries. Assessing the generaliz-
ability of argument mining approaches across topics requires controlling for the
topic while designing experiments. A review of existing argument corpora in Sub-
section 4.2.1 shows that most existing argument corpora are created without clear
topic selection guidelines, and that a third of them are not labeled with topics at all.
In Section 4.2, we introduce three argument topic ontologies, which are graphs,
whose nodes are controversial topics that are selected by domain experts. Using
these topic ontologies, we assess the proportion and distribution of controversial
topics in 31 argument corpora.

Apart from corpus construction guidelines, the generalizability of an argument
mining approach to new topics depends on how the task to be tackled is defined.

41
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The last section introduces a topic-agnostic variant of stance classification, which
aims to allow approaches to be less dependent on the topic. To this end, we in-
troduce the same side stance classification task (SSSC), which is a reformulation
of the stance classification task that takes as input a pair of arguments and returns
whether the arguments are on the same or opposite side. We expect the SSSC task
to be more topic-agnostic than stance classification since an approach for stance
classification might learn topic-specific features, which makes it harder to gener-
alize over topic. On the other hand, an approach for SSSC has to assess only the
similarity between two arguments within a stance, which makes it more robust
across topics.

4.1 Argument Unit Segmentation over Genre

Unit segmentation is often seen as the first task of an argument mining pipeline. It
consists of splitting a text into its argumentative segments (called argument units
from here on) and their non-argumentative counterparts. Afterward, the roles that
the argument units play in the argumentative structure of the text as well as the
relations between the units are classified. Conceptually, an argument unit may
span a clause, a complete sentence, multiple sentences, or something in between.
The size of the units depends on the genre of an argumentative text but can also
vary within a text. This makes unit segmentation a very challenging task.

As detailed in Section 2.3.1, much existing research on argument mining has
skipped the segmentation step, assuming argument units to be given. For appli-
cations such as argument retrieval, however, automatic segmentation is obligatory.
Different approaches have been presented that deal with unit segmentation of ar-
gumentative essays: Persing and Ng [124] rely on handcrafted rules based on the
parse tree of a sentence to identify segments; Stab [154] use sequence modeling
based on sophisticated features to classify the argumentativeness of each single
word based on its surrounding words; and Eger et al. [S0] employ a deep learn-
ing architecture that uses different features to do the same classification based on
the entire essay. So far, however, it is neither clear what the best segmentation
approach is, nor how different features and models generalize across genres of
argumentative texts.

In this section, we aim at developing an effective unit segmentation approach
and assessing its generalizability across genres. We follow the outlined work in
tackling unit segmentation as a token-level classification task (Section 4.1.2). To
capture the context around each token, we analyze different semantic, syntactic,
structural, and pragmatic feature types, and we compare three fundamental ma-
chine learning techniques based on these features: standard feature-based clas-
sification realized as a support vector machine (SVM; [41]), sequence modeling
realized as linear-chain conditional random field (CRF; [86]), and a deep learn-
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TABLE 4.1: Number of documents, tokens per label, and average tokens per document
per corpus and part. Tokens in the three corpora are labeled with Arg-B, Arg-I, and Arg-O,
which stand for the beginning, inside, and outside of an argument unit.

Number of tokens

Corpus Part # Documents Arg-B Arg-1 Arg-O Total Average
Essays Train 322 4,823 75,621 35,323 115,767 359.5
Test 80 1,266 18,790 8,699 28,755 3594
Total 402 6,080 94411 44,022 144,522 359.5
Editorials Train 240 11,323 202,279 17,227 230,829 961.8
Test 60 2,811 49,102 4,622 56,535 9423
Total 300 14,234 251,381 21,849 287,364 957.9
Web Discourse Train 272 905 32,093 36,731 69,729 256.4
Test 68 224 7,949 8,083 16,256 239.1
Total 340 1,129 40,042 44,814 85985 2529

ing approach realized as a bidirectional long short-term memory (Bi-LSTM; [63]).
These models correspond to increasingly complex levels of modeling context: The
SVM considers only the current token, resulting in an isolated classification for
each word. The CRF is additionally able to consider the preceding classifications.
The Bi-LSTM, finally, can exploit all words and classifications before and after the
current word.

We evaluate the models on and across three existing argumentation corpora,
each representing a different genre (Section 4.1.1): the Essays corpus of Stab
[154], the Editorials corpus of Al-Khatib et al. [10], and the Web Discourse corpus
of Habernal and Gurevych [68]. All combinations of training and test genre are
considered for these corpora, resulting in nine experiments.

41.1 Data

This study uses three different corpora from different genres to evaluate the models
that we developed to segment argument units. We detail each corpus below, give
an overview in Table 4.1, and provide example excerpts in Figure 4.1).

Essays The Argument Annotated Essays Corpus [148, 150] includes 402 argu-
mentative essays from essayforum.com, written by students. All essays are seg-
mented by three expert annotators into argument units (major claims, claims, and
premises) and non-argumentative parts. Each such argument unit covers an entire
sentence or less. The essays are on average 359.5 tokens long, with 70% of tokens
being part of an argument unit.! We employ the test-training split provided by the

"Percentage of tokens that are part of an argument unit is calculated from Table 4.1 as (Arg-B +
Arg-T) /Total
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There are lots of other effects of growing technology on
transportations and communications, which are mentioned
as follows. First and for most, email can be count as one of
the most benefical results of modern technology. Many years
ago, peoples had to pay a great deal of mony to post their
letters, and their payments were related to the weight of their
letter or boxes, and many accidents may cause problem that
the post could not be deliver delivered.

Excerpt of a document in the essays corpus

You have to be made of wood not to laugh at this: a private
Russian bank has given a load to France's National Front.
The political party, drawn to victory by Marine Le Pen, won
the recent French elections by almost three times the number
of votes than President Francios Holllande. Although this is
news, this wasn't the biggest media reaction of the day.

Excerpt of a document in the editorials corpus

Private schools succeed where public schools fail largely
because in a public school the teach's hand are tied by
potlitically correct nonsense. They cannot correct errors,
cannot encourge high achievers for fear of upsetting the
regular students , assign homework, or expect respect from
the students. The inmates are running the asylum in many

public schools.

Excerpt of a document in the web discourse corpus

Legend

Claim Premise  Anecdote Assumption

FIGURE 4.1: Excerpts of three documents for the Essays, Editorials, and Web Discourse
corpora. Each excerpt is highlighted with argument units as annotated in the original cor-
pus.

authors.

Editorials 'The Webis-Editorials-16 corpus [10] consists of 300 news editorials
from the three online news portals Al Jazeera, Fox News, and The Guardian. Prior
to the annotation process, the corpus was pre-segmented based on clauses. After
that, three annotators performed the final segmentation by merging segments and
dividing argument units (common ground, assumption, anecdote, testimony, statis-
tics, and others) from non-argumentative parts. The annotation guidelines define
a unit as a segment that spans a proposition (or two or more interwoven proposi-
tions) stated by the author to discuss, directly or indirectly, his or her thesis. This
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corpus contains the longest documents among the three studied corpora, with an
average of 957.9 tokens. The editorials are mainly argumentative, with 92% of the
tokens in the corpus being part of an argument unit. We employ the test-training
split provided by the authors.

Web Discourse The Argument Annotated User-Generated Web Discourse cor-
pus [71] contains 340 user comments, forum posts, blogs, and newspaper articles,
and they are annotated according to a modified version of Toulmin’s model [162].
In this corpus, argument units (premise, claim, rebuttal, refutation, and backing)
can be arbitrary text spans. Because of this, argument units are on average much
longer than in the other two corpora: 36.5 tokens compared to 16.5 tokens (Es-
says) and 18.7 tokens (Editorials).? The texts are relatively short (252.9 tokens on
average) and contain many non-argumentative parts: only 48% of the tokens are
part of an argument unit. Since the authors do not provide a test-training split, we
randomly split the corpus into a training set (80%) and a test set (20%), similar to
the other corpora.

The three corpora vary in terms of how arguments are actually annotated in the
contained documents. Following the approach of Stab [154], we converted all doc-
uments into BIO format, where each token in the documents is labeled according
to the segment it belongs to as Arg-B (the first token of an argument unit), Arg-I
(token inside an argument unit), or Arg-O (not in argument unit).

4.1.2 Approach

In line with recent literature, we address unit segmentation as a token labeling
problem. Specifically, we classify each token in an input document into Arg-B,
Arg-1, or Arg-O. We explore the effectiveness of semantic, syntactic, structural, and
pragmatic features when capturing tokens separately, along with their neighbors,
or along with the entire text. In the following, we detail each set of features and
each of the three machine learning models we use, where each model reflects a
different broadness of context that is used to classify the tokens. To demonstrate
the strengths and weaknesses of the models, we encode the features as analog as
possible in each model. However, some variations are necessary due to differences
in the way the models utilize the features.

Features

For every token, we extract the following semantic, syntactic, structural, and prag-
matic features.

2 Average length of argument units is calculated from Table 4.1 as (Arg-B + Arg-I)/Arg-B
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FIGURE 4.2: The proposed neural network structure with the input feature vectors for
three tokens at the bottom. The labels at Ouput; are estimated without considering label
dependency and are not used; instead, we report the results for Outputs, which considers
this dependency.

Semantic Features Semantic features capture the meaning of tokens. This work
employs the simple but often effective way of representing meaning by using the
occurrence of each token as a feature (bag-of-words). We also tested word embed-
dings [123] as semantic features but found that they performed worse for all but
the neural network models (cf. Table 4.2).

Syntactic Features The syntactic features we employ capture the role of a token
in a sentence or argument unit. We employ standard part-of-speech tags (POS)
as produced by the Stanford POS tagger [163] for this feature set with one binary
feature for each POS-tag.

Structural Features Structural features capture the congruence of argument units
with sentences, clauses, or phrases. We employ the Stanford parser [82] to identify
sentences, clauses, and phrases in the text and represent them with token labels.
In particular, we use three binary features for each token and structural level (sen-
tence, clause, phrase) that are “1” when the token is at the beginning, within, or at
the end of such a structural span, respectively.

Pragmatic Features Pragmatic features capture the effects the author of a text
intended to have on the reader. We use lists of discourse markers compiled from
the Penn Discourse Treebank [130] and [154] to identify such markers in the text.
The lists by Stab are specifically created for detecting argument units. For each
token and discourse marker, we use five binary features that are “1”” when the token
is before the marker, the beginning of the marker, inside a multi-token marker, the
last token of a multi-token marker, or after the marker in the sentence, respectively.
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Models

We resort to three common machine learning models in order to capture an increas-
ing amount of context for the token labeling: a support vector machine (SVM), a
conditional random field (CRF), and a bidirectional long short-term memory (Bi-
LSTM). To provide a comparison to results from related work, we reimplement the
method of Stab [154] and use it as a baseline.

Reimplementation The approach of Stab [154] is a CRF model that is specifically
developed for the Essays corpus. Since the license of the original implementation
prohibits the author from giving us access to the code, we fully reimplemented his
approach. Analogously to Stab, we employ the CRFSuite [111] with the averaged
perceptron method [39]. For the reimplementation, we use the exact feature sets
described by Stab: structural, syntactic, lexSyn, and prob. Our reimplementation
achieves a slightly worse F1-score of 82.7 compared to the reported 86.7 for unit
segmentation (Table 4.2). We attribute this difference to implementation details in
the employed features.

SVM  We employ an SVM model in terms of a standard feature-based classifier
that labels each consecutive token independently, disregarding the token’s context.
In other words, features of neighboring tokens are not considered by the SVM.
Accordingly, this model does not capture the transition between labels, as well.

CRF We implement a CRF model to capture the context around the token for
labeling the token. For labeling, the linear-chain CRF that we use considers the
labels and features of the surrounding tokens within a certain window, which we
chose to be of size five for our experiments. We use the same framework and
method for the reimplementation.

Since CRFs explicitly capture the local context of a token, we simplify the
pragmatic features for this model and use only binary features to indicate whether
the token is at the beginning, inside, at the end, or outside of a discourse marker.

Bi-LSTM We also build a neural network to capture the entire text as context.
Instead of using the tokens directly as semantic features, we use their word em-
bedding [123] as it is common for neural networks. In particular, we use the stan-
dard pre-trained embedding by Pennington et al. [123], which has a dimensionality
of 300.

We now explain the architecture of our model, as illustrated in Figure 4.2.
From bottom to top, we first feed the features into bidirectional LSTMs [63]. We
feed the semantic features into a separate Bi-LSTM to be able to use a different
kernel for this dense feature vector than for the sparse feature vectors. The output
of these two Bi-LSTMs is then concatenated and fed into a fully-connected layer.



48 ADDRESSING CONTROVERSIAL TOPICS IN SEARCH ENGINES

To model label dependencies, we add another Bi-LSTM and another output layer.
Both output layers are softmax layers, and they are trained to fit the labels of the
tokens. We only use the result of the second output layer, though. As shown in
Section 4.1.3, the second output layer does indeed better capture the sequential
relationship of labels.

4.1.3 Experiments

Using the three corpora as detailed in Section 4.1.1, we conduct in-genre and cross-
genre experiments to answer our research question. For both in-genre and cross-
genre experiments, we use the training set for training the model and the test set
for its evaluation. For each experiment, we test all four different feature sets both
in isolation and in combination. We report the macro F1-score as an evaluation
measure for comparison to related work, and since we consider all three classes
(Arg-B, Arg-1, and Arg-0O) to be equally important.

Table 4.2 lists the macro F1-scores for all combinations of features and models,
test set (first row), and training set (second row). The Table also shows the results
of our reimplementation of Stab’s approach for all combinations of test and training
sets.

Comparison to Stab [154] To put our results into context, we compare our meth-
ods to the approach of Stab [154]. For this purpose, we randomly split the test
set of the Essays corpus into five equally-sized subsets and use the student’s t-test
to compare the F1-scores of our best-performing method on each subset with the
result of Stab. We find that our Bi-LSTM approach achieves a significantly better
F1-score (88.54 versus 86.70 with p-value < 0.001).

Furthermore, although the results of our reimplementation of Stab’s approach
are lower than his reported results, our own CRF approach performs comparably
well in almost all cases using only simple linguistic features.

Improvement by Second Output Layer A side-effect of classifying BIO labels
for each token is that two consecutive tokens can be labeled as Arg-O and Arg-I,
which is not reasonable as this would correspond to a unit without a beginning.
Without the second output layer Outputs, our neural network method produced
about 400 of such unreasonable pairs. However, when we added the second output
layer, this number dropped by half to 200 pairs. While the effect on the F1-score
is small, using the second output layer, therefore, produces more comprehensible
results. We thus only report the results with Outputs.
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TABLE 4.3: Pearson correlation between argument unit boundaries and structural features.
Values range from -1.00 (total negative correlation) to 1.00 (total positive correlation).
Absolute values above or equal to 0.40 can be seen as moderately correlated and are marked
in bold.

Sentence Clause Phrase
Corpus Label B I E B I E B I E
Essays Arg-B 0.30 -0.19 -0.05 0.23 -0.13 -0.06 0.04 0.04 -0.08

Arg-1 -0.30 0.44 -0.30 -0.23 0.34 -0.22 0.04 0.03 -0.08
Arg-O 0.18 -0.37 0.33 0.14 -029 025 -0.06 -0.04 0.11

Editorials Arg-B 0.75 -0.51 -0.05 0.57 -0.38 -0.07 0.15 -0.09 -0.09
Arg-1 -0.53 0.74 0.48 -0.44 0.58 -0.33 0.02 0.12 0.11
Arg-O 0.05 -0.50 0.64 0.09 -0.41 047 -0.10 -0.09 0.21

Web Discourse Arg-B 0.48 -0.33 -0.03 0.32 -0.22 -0.04 0.10 -0.06 -0.05
Arg-1 -0.12 0.09 0.00 -0.09 0.07 0.00 -0.02 0.01 0.01
Arg-O 0.18 0.01 -0.01 0.01 0.01 0.08 0.00 0.00 0.00

4.1.4 Discussion

Given our experimental results, we come back to the research question we initially
raised and then turn our heads to ongoing research. Our study aims to provide
insights into what approach works best for argument unit segmentation, and how
well such an approach generalizes over genres. In the following, we compare the
features and models in the light of the experimental results and discuss their ro-
bustness across genres.

Features According to the results of the in-genre experiments, the semantic fea-
tures are the most effective ones. The models employing these features achieve
the highest F1-scores, except for the SVM on editorials, where structural features
perform better. However, there is no feature type that dominates the cross-genre
experiments. At least, the structural features seem rather robust when the training
and test sets are from different genres.

While the results of the semantic features across argumentative essays and
editorials—two genres that are comparably similar—remain high, the performance
of the models employing them dramatically drops when tested on Web Discourse
after training on either of the other. The intuitive explanation for this decrease in
the genre transfer is that important content words are genre-specific. Thus, the
learned knowledge from one genre cannot be transferred to other genres directly.
In contrast, the structural features capture more general properties of argumentative
text, which is why we can use them more reliably in other genres.

As shown in Table 4.3, the sentence, clause, and phrase boundaries correlate
with the boundaries of argument units. Especially in the Editorials corpus, the
boundaries of sentences and clauses show high Pearson coefficients. This reveals
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why we can still achieve reasonable performance when the training and test sets
differ considerably.

Models Comparing the different models, the SVM performs worst in most ex-
periments. This is not surprising because the SVM model we used utilizes local
information only. In a few cases, however, the SVM performed better than the
other models, e.g., when evaluating pragmatic features on argumentative essays
that were learned on web discourse. One reason may be that such features rather
have local relevance. As a matter of fact, adding knowledge from previous and
preceding tokens will add noise to a model rather than be beneficial.

Overall, the models employing sequential features turn out to be stronger.
Among them, the Bi-LSTM model mostly achieves the best results regardless of
the genre or the features. This suggests that context information from the tokens
around a token to be classified is generally useful. In addition, using neural net-
works seems to be a better choice to encode these features. Additionally, another
advantage of using a Bi-LSTM is that the Bi-LSTM can utilize all features of to-
kens from the beginning to the end of the document. This allows the model to
capture long-distance dependencies. For a CRF, such dependencies are hard to
encode, requiring to increase the complexity of the model dramatically and thus
making the problem intractable.

Genres From the results and the previous discussion, we conclude that our struc-
tural features (capturing the boundaries of phrases, clauses, and sentences) and
the Bi-LSTM model are the most genre-robust. Other features, especially seman-
tic features, tend to be more genre-dependent. The ability to model long-distance
dependencies and a more advanced feature encoding indicate why the Bi-LSTM
apparently learns more general, less genre-specific features of the given argumen-
tative texts.

Major Challenges of Unit Segmentation

The effectiveness loss in the genre transfer suggests that the notion of an argument
unit is not entirely the same across argumentative text corpora. This hypothesis is
supported by the high variance in the size of argument units, ranging from clause-
like segments [10] to partly multiple sentences [136]. At the same time, it seems
reasonable to assume that there is a common concept behind that connects the dif-
ferent notions of argument units, and that distinguishes them from other types of
segments. Under this assumption, a general question arises that we see as funda-
mental in research on unit segmentation:

Open Question about Argument Units:  What makes argument units different from
other syntactic units, and at what point do they deviate?
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While it is possible to study this question based on a matching of the argument
units and syntactic units in a given dataset, a generally satisfying answer might not
exist because we expect the segmentation into argument units to be task-specific
to some extent. Similar observations have been made for elementary discourse
units [157]. In case of argument units, some annotations, for example, model the
hierarchical structure of a text primarily [154], while others aim to capture self-
contained evidence [136]. Even for a given task, however, unit segmentation re-
mains challenging, though, as underlined by the limited effectiveness we observed
in some cases. As a result, it is a topic of ongoing discussion in the community.
This brings up another question:

Open Question in Unit Segmentation: What knowledge is needed to effectively
perform unit segmentation?

In particular, it has been discussed controversially in the community as to
whether unit segmentation should actually be tackled as the first step of argument
mining. When tackled first, no knowledge about the main claims of an argumen-
tation, the applied reasoning, and similar is given, making the feasibility of distin-
guishing argumentative from non-argumentative parts doubtful. Of course, other
orderings might lead to analog problems, which would then suggest to jointly ap-
proach the different steps.

4.2 Topic Bias in Argument Corpora

Topics play a central role in argumentation since they define the matter of con-
tention and the needed context to construct and evaluate arguments. The context
around a subject matter defines, for example, the main actors involved in the con-
tention. For the controversial topic “legalizing marijuana”, for example, the actors
can be “minors” who should be protected from using it and “drug dealers” who
have economic benefits from selling it. A topic constraints or guides the persua-
sion strategies that can be used in an argument about it [167]. A persuasion strategy
that is dependent on a topic can frame the topic by highlighting a specific aspect
(e.g., “we should legalize marijuana since it has crucial health effects”, here, the
frame is “health”). Another persuasion strategy is to use rhetorical figures (e.g.,
analogies such as “We do not ban alcohol and smoking even though they are both
harmful.”)

To guarantee that computational argumentation approaches generalize over
topics, researchers should control for the topic while developing them. This is es-
pecially important for supervised approaches since they can capture topic-specific
features while learning how to extract arguments. Reuver et al. [134] and Jakob-
sen et al. [78] show that transformer-based classifiers usually capture topic-specific
features (e.g., the word “kill” for the topic “abortion”).
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TABLE 4.4: Survey of argument corpora indicating data source, unit granularity, and size
in terms of units and topics (if the authors remarked on it). The unit granularity is the one
in the corpus files, with argument pairs treated as two units and using the best context-
preserving unit in case the corpus features multiple granularities. The grouping indicates
our presumed topic selection directive. Selected implies a preference made by the authors
regarding the topics, while source-driven implies that the choice of the topics is decided by
the source. Experiments (Exp.) is the count of papers that use the corpus in an experiment
among those papers the cite the paper describing the corpus.

Corpus Authors Source Unit granularity  Units Topics Exp.
Selected

WebDiscourse [71] Web Document 340 7
UKP Sentential [151] Web Argument 25,492 8§ 13
Internet Argument Corpus v2 [1] Web Discussion 16,555 19 18
UKP Aspect [133] Web Argument pair 3,595 28

Key Point Analysis [21] Wikipedia Argument 24,093 28

Argumentative Sentences [53] Wikipedia Arguments 700 20 1
Claim and Evidence 1 [2] Wikipedia Wikipedia article 315 33 18
Claim Stance [19] Wikipedia Argument Unit 2,394 55 10
Claim and Evidence 2 [136] Wikipedia Wikipedia article 547 58 12
Evidence Quality [62] Wikipedia Argument pair 5,697 69 1
Claim Sentence Search [93] Wikipedia Argument unit 1,492,077 150 3
Evidence Sentences [142]  Wikipedia Argument unit 5,783 118 5
Evidence Sentences 2 [51] Wikipedia Argument unit 29,429 221 3
Multilingual Argument Mining [161]  Wikipedia Argument unit 65,708 347 2
Arguing Subjectivity [40] Editorials Editorial/blog 84 1 1
COMARG [26] Debate portals ~ Argument pair 2,298 2 3
Argument Facet Similarity [103]  Debate portals ~ Argument 6,188 8
Ideological Debates Reasons  [76] Debate portals ~ Argument 4,903 4 10
Webis-debate-16 [9] Debate portals  Debate 445 14 3
UKPConvArgl [69] Debate portals ~ Argument pair 11,650 16 10
UKPConvArg2 [70] Debate portals ~ Argument pair 9,111 16 3
Political Argumentation [99] Debating Argument pair 1,462 5 3
Record Debating Dataset 2 [102]  Debating Speech 200 50 5
Record Debating Dataset 4 [112]  Debating Speech 200 50 1
Record Debating Dataset 3 [88] Debating Speech 400 199 1
Record Debating Dataset 5 [113]  Debating Speech 3,562 397 1
ICLE Essay Scoring [126]  Essays Essay 1,000 10 11
Micro Text vl [122]  Essays Essay 112 18 7
Micro Text v2 [145]  Essays Essay 171 35 1
Sci-arg [87] Scientific papers Paper 40 1 3
Claim Generation [65] Generated text ~ Argument Unit 2,839 136 1
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Table 4.4 (continued).

Corpus Authors Source Unit granularity Units Topics Exp.

Source-driven: greedy within a time-span

AIFdb [22] Web Argument unit 67,408 n/a 7
ChangeMy View [158]  Discussion forum Post/comment 14,066 n/a 21
Intelligence Squared Debates [182]  Debate portals ~ Debate 108 n/a 3
Args-me [6] Debate portals ~ Argument 387,692 n/a 3
Kialo [81] Debate portals ~ Argument unit 331,684 n/a 3
DebateSum [140] Debating Debate 187,386 n/a 1
USElecDeb60To16 [73] Debating Debate 42 n/a 1
Political Speech [96] Debating Argument unit 152 n/a 1

Source-driven: sampled

GAQCorpus [110] Web Argument 6,424 n/a 1
Editorials [10] Editorials Editorial 300 n/a 8
IDebate Persuasiveness [125]  Debate portals ~ Argument 1,205 n/a 1
Argument Annotated Essays  [150]  Essays Essay 402 n/a 28
E-rulemaking [118]  Discussion forum Argument 731 n/a 3
ECHR [129] Law Argument 743 n/a 1

This section starts with a review of 45 argument corpora in terms of how many
topics they cover and how these topics are chosen. The review shows that most
argument corpora are created without commenting on topic selection, and 14 argu-
ment corpora lack any topic labeling. Another finding is that researchers conduct
more experiments on argument corpora with few topic labels. Constructing argu-
ment corpora and designing experiments in computational argumentation should
start with selecting topics from accepted sources of controversial topics. Since
computational argumentation tasks are topic-dependent, conclusions on the gen-
eralizability of an approach can only be drawn after carefully controlling for the
topic. To function as an accepted controversial topics space, we acquire and in-
troduce three authoritative sources of controversial topics for arguments that are
organized as topic ontologies. A topic ontology is a directed graph whose nodes
are topics and relations encode “is part of” relations. Using the ontologies, we an-
alyze the coverage of 31 argument corpora that are provided with topic labels. We
assess the coverage of argument corpora by computing the proportion of ontology
topics that is covered by 31 argument corpora and the distribution of the corpora
topic labels in the ontologies.

4.2.1 Topic Selection Approaches in Existing Argument Corpora

Table 4.4 lists our review of all corpora related to argumentation, which are pub-
lished by 2020. The corpora are listed together with the number of topics each
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corpus covers, its source, the granularity of the corpus, its size, and its associ-
ated publication. We also analyzed how many experiments were carried out using
them to date. The only work where the researchers justify their topic selection is
conducted by Habernal et al. [72], who chose six topics (homeschooling, public
versus private schools, redshirting, single-sex education, prayers in schools, sex
education, and mainstreaming) to focus on education-related topics. Still, the re-
searchers do not mention where these topics come from. Stab et al. [152] mention
the source of topics for the corpora they created, which are two lists of controver-
sial topics: an online library and a debate portal (ProCon.org). Except for these
two cases, researchers do not justify their choice of topics nor use a selection or
sampling criterion while choosing the topics.

Our review shows three different ways of how researchers choose topics while
constructing argument corpora:

1. Manual Selection: topics are manually selected or defined.

2. Source-driven (greedy within time span): either an argument source is ex-
ploited in its entirety or a subset is taken based on time.

3. Source-driven (sampled): a sample of a specific source is taken without re-
gard to topics.

A manual selection of topics might incur biases toward certain known clichés or
topics which might be frequently picked by researchers (e.g., “abortion”). The
availability of topic labels allows us to assess the topic distribution of corpora
whose topics are manually selected. On the other hand, argument corpora created
with source-driven selection approaches do not include topic labels. The topics
covered by these corpora come from the arguments’ source, which might follow
the source’s preference of topics.

The unguided topic selection while constructing argument corpora can affect
the generalizability of the experiments conducted on them. We count how many ex-
periments have been reported up to April 2020 on each of the corpora by collecting
the scientific papers referring to a corpus as per Google Scholar. From all referring
papers, we count those papers that use the corpus in an experiment. As shown in
Table 4.4, researchers tend to pick corpora with fewer topics more often than those
corpora with larger amounts of topics. All in all, researchers conducted 82 exper-
iments on argument corpora with no clearly defined topic selection directive. The
tendency of researchers to choose small corpora might affect the generalizability
of their approaches and the validity of their findings.

4.2.2 Acquiring Authoritative Argument Topic Ontologies

The topic dependence of computational argumentation tasks makes topic selection
a crucial step while constructing argument corpora. Most existing argument cor-
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Level 1
Economy Health
\ / \ Level 2
Tax Marijuana Smoking
\ Ant 1 \ / Argument 2
Legalizing marijuana will Marijuana should not be legalized since
increase tax revenue it causes respiratory issues

FIGURE 4.3: Example of categorizing arguments to topics of a two-level ontology. Argu-
ments categorized as about a Level-2 topic also pertain to its Level-1 upper-topics.

pora are constructed starting from topics that are chosen or defined by researchers.
For web search scenarios ensuring a representative topic coverage of users’ infor-
mation needs is needed.

Controversial topics do not exist in isolation and are characterized by a hierar-
chical structure. For example, the topic “Affordable Care Act”, which is the only
topic chosen by Conard et al. [40] to construct Argument Subjectivity, is a subtopic
of “health care reform in the U.S.A”. This more general topic includes other top-
ics, for example, “American Health Care Act”.> Keeping topic structure while
constructing argument corpora guarantees generalizability since computational ap-
proaches are likely to generalize more across similar topics.

Topic ontologies provide a standard way to define topics and their relations. A
topic ontology is modeled using a directed acyclic graph, where nodes correspond
to topics and edges represent “is part of” relations; topics that are part of other
topics are called their subtopics. A topic ontology is often displayed in levels,
starting with the topics that are not subtopics of other topics, continuing recursively
with each lower level of subtopics. Figure 4.3 shows an example of a two-level
topic ontology with two arguments categorized within it.

The identification of the topics to be included in an argument topic ontology,
as well as their relations, requires domain expertise. Building an all-encompassing
ontology thus requires experts from every top-level domain where argumentation
of scientific interest is expected. In the following, we suggest and outline three
authoritative sources of relevant topic ontologies, which comprise a wide selection
of important argumentative topics.

3«Affordable Care Act” and “American Health Care Act” are known colloquially as “Obamacare”
and “Trumpcare” respectively.
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World Economic Forum (WEF) The World Economic Forum is a not-for-profit
foundation that coordinates efforts from leading organizations to confront eco-
nomic and societal issues on a global scale. Strategic Intelligence is a platform
initiated by the WEF that aims at informing decision-makers about important con-
troversial topics, for example, artificial intelligence and climate change. Topics
are categorized further into 4 to 9 subtopics. Domain experts curate a stream of
relevant news articles for each topic and tag it with one of its subtopics.

Wikipedia A neutral point of view is the first principle of how content should be
contributed to Wikipedia. Still, many topics of public interest are controversial and
continuously contended. Such topics are usually a source of vandalism and edit
wars [179]. Wikipedia maintains a list of such controversial articles to highlight
where special care is needed.* The topics are grouped into 14 topics (e.g., envi-
ronment and philosophy) and 4 to 176 subtopics (e.g., creationism and pollution).
Omitted is the “people” topic and articles on countries; their controversiality is not
universal.

Debatepedia Debatepedia’s goal is to create an encyclopedia of debates that are
organized as pro and con arguments. A list of 89 topics helps visitors to browse the
debates. Debates on Debatepedia are contributed by anonymous web users, which
makes the covered topics easily accessible. Topics in Debatepedia tend to address
issues of the Western culture. For example, the topic “United States” covers 306
debates while “third world” covers 12 debates. The project is no longer actively
maintained, rendering its ontology outdated. Still, the debate portal operated from
2007 to 2019, which largely overlaps with the starting time of argument mining
research. While Debatepedia is no longer available online, it is archived on the
Internet Archive and can be accessed through Wayback Machine.’

The three ontologies vary in terms of comprehensiveness and granularity. While
Debatepedia covers issues more related to the U.S.A, the World Economic Fo-
rum covers issues of a wide range of countries (e.g., “Bangladesh”, “the U.A.E”,
and “Brazil”). The World Economic Forum covers more fine-granular topics (e.g.,
“age-friendly infrastructure” and “Turkish monetary policy”). In comparison, De-
batepedia covers more generic topics (e.g., “politics”, “bans”, and “religion”). In
terms of covered topics, the World Economic Forum has a clear focus on the econ-
omy, covering topics such as energy, employment, infrastructure, investment, risks,
and innovation. In contrast, Wikipedia and Debatepedia cover a wide range of top-
ics, including politics, economy, law, etc.

The three ontologies are publicly accessible on the web, and two of them
(Wikipedia and the WEF) are actively maintained and updated. A key task as-

4https ://en.wikipedia.org/wiki/Wikipedia:List_of_controversial_issues
5https ://web.archive.org/web/20180222051626/http://www.debatepedia.org/en/index.php/
Welcome_to_Debatepedia%$2l
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TABLE 4.5: The number of topics and topic statistics for each level of the three ontologies:
the World Economic Forum (WEF), Wikipedia, and Debatepedia. For each topic, we list
the minimum, average, and maximum count of authors who contributed documents to the
topic. In addition, we include the minimum, average, and maximum count of categorized
documents and the tokens of these documents per topic. Documents with unknown authors
are ignored for the author statistics.

Topic ontology Topics Topic statistics

Authors Documents Tokens

Min  Mean Max  Min Mean Max Min Mean Max

WEEF Level 1 137 1 334.1 1,787 3 940.7 4,080 945 490,576.6 2,950,615
WEF Level 2 822 1 216.8 1,300 1 550.3 3,337 251 310,229.7 2,292,371
Wikipedia Level 1 14 9,124 78,013.7 225,623 11 68.0 172 26,977 339,088.0 1,198,813
Wikipedia Level 2 748 9 1,929.5 13,810 1 1.0 1 6 6,149.1 22,116
Debatepedia 89 12 145.0 682 7 61.7 306 2987 84,787.6 475,033

sociated with every topic ontology is to categorize a given document into it. Hav-
ing just a short string label describing a (potentially multifaceted) topic, such as
“the great reset”, renders this task exceedingly difficult. Fortunately, domain ex-
perts have been pre-categorizing documents into the aforementioned ontologies. In
particular, regarding the WEF, invited domain experts categorize news articles for
every topic. Regarding Wikipedia, the text of the associated wiki articles is avail-
able, as are the associated debates for Debatepedia. Documents categorization into
the three ontologies is not mutually exclusive, i.e., a document can be categorized
under multiple topics at the same time. For example, a Wikipedia article on “abor-
tion” is listed under “science” and “sexuality” in Wikipedia.

We crawled the three ontologies by extracting the topics and the alongside cate-
gorized articles. Articles that are categorized into Level-2 topics are propagated up
to their respective Level-1 topics. A topic description comprising one paragraph
was extracted for each topic. Table 4.5 shows the large differences between the
ontologies. The WEF ontology contains the most topics and links the most doc-
uments, which contain the most tokens overall. The topics at Wikipedia Level 2
are just linked to a single article each, so every topic’s amount of text is smaller.
Wikipedia contains the highest count of authors, with an average of 1,929.5 authors
per article. The number of authors reflects the number of editors for each topic.

4.2.3 Aligning Corpora Topic Labels to Topic Ontologies

To assess the topic coverage of the argument corpora in light of the three ontolo-
gies, we map the topic labels of those corpora, providing them with their matching
ontology topics. The topic labels are first normalized by removing clichés and
stance-taking language. Second, the normalized topic labels are used as queries
to retrieve candidate topics from an ontology using the pre-categorized documents
that come with each ontology. Finally, the candidate topics were labeled with
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TABLE 4.6: Examples of topic labels in the 31 preprocessed corpora and their normalized
form.

Topic label Type Normalized topic label Corpus

Abortion Concept abortion Claim Sentence Search
Pro Choice vs. Pro Life Comparison pro choice vs pro life =~ UKPConvArgl

Ban Abortions Imperative abortion Record Debating Dataset 5
Should parents use spanking Question  spanking UKPConvArgl

This house would ban partial-birth abortions Motion partial birth abortion Claim Evidence 2

Crime does not pay Conclusion crime does not pay ICLE Essay Scoring

whether they are the upper-topic of the queried topic label.

Topic Label Normalization

Table 4.4 lists 31 argument corpora that provide a total of 2,117 topic labels. They
are concise descriptions that have been provided by the corpus authors. The labels
follow the style of the genre of the respective corpus: In argumentative essays, for
instance, topics are usually thesis statements, while Wikipedia-derived corpora use
article titles, and the topics of debate corpora include motions such as “this house
should”. Often, topic labels express a stance towards a target issue, e.g., “ban
abortion”. Six types of topic labels can be distinguished: concept, comparison of
concepts, motion, conclusion, question, and imperative. We normalize the topic
labels by converting all concepts to singular form, removing clichés, and dropping
stance-indicating words such as “legalize”. Our normalization aims at retaining
only the central target issue of a topic label and leads to 748 unique topic labels.

Mapping Topic Labels to Ontology Topics

We map the normalized topic labels to their upper-level ontology topics by first
retrieving candidate ontology topics and then manually identifying those that actu-
ally match. The matched ontology topics are then propagated to the corpora topic
labels.

Using the 748 normalized topic labels as queries, we retrieve for each one
of them the 50 top-most relevant topics in each level of the three ontologies. To
facilitate the retrieval of ontology topics, we employ a BM25-weighted [138] index
of the concatenated documents for each topic. BM25 is a modified version of the
retrieval model TF-IDF that is widely used [42]. This enables us to narrow down
the mapping of a normalized topic label to a manageable size. Except for a handful
of cases, 50 candidate ontology topics were retrieved for each normalized topic
label.

In an annotation task, we narrowed down the candidate ontology topics to those
that are actually upper-topics or synonyms of a given normalized topic label—
which thus indicates that all arguments in the corpus with that topic label are about
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TABLE 4.7: Statistics of the mapped topic labels for each level of the three ontologies:
the World Economic Forum (WEF), Wikipedia, and Debatepedia. For each level, we list
the count of the topic labels that are mapped to each level, the count of all topics that are
covered in each ontology level, as well as the min, mean, and max count of ontology topics
that are mapped per normalized topic label.

Ontology level Ontology topics

Topic labels All Min Mean Max
WEEF Level 1 1,239 87 1 1.48 5
WEEF Level 2 355 77 1 1.32 4
Wikipedia Level 1 1,539 14 1 1.24 3
Wikipedia Level 2 1,453 285 1 1.76 16
Debatepedia 2,002 87 1 2.80 10

the ontology topic. Three annotators were recruited for the task, where each anno-
tator labeled the topics of one ontology. For each normalized topic label, an annota-
tor labeled a candidate ontology topic for whether it is a synonym or an upper-topic
to the normalized topic label. Each annotator labeled the candidate ontology topics
separately for each level in the topic ontology. The annotators were allowed to map
multiple ontology topics to a normalized topic label. For example, the normalized
topic label “plastic bottles” is mapped to “pollution” and “recycling” in Wikipedia
Level 2. To avoid ambiguity, we presented both the ontology topics and the topic
labels with a topic description. We retrieved the topic descriptions from the topic
ontology for the ontology topics and the first paragraph of the Wikipedia article for
the normalized topic labels. The ontology topics for the normalized topic labels
were then propagated to the corresponding topic labels in the argument corpora.

Analysis of Topic Coverage

Table 4.7 shows general statistics of this mapping of topic labels to ontology topics.
Most of the topic labels (2,002 out of 2,117) are mapped to at least one Debatepe-
dia topic, while only 355 labels are mapped to WEF Level 2 topics. For Wikipedia
Level 2, only 285 out of the 748 topics are actually covered by argument corpora.
Already this first analysis suggests that existing argument corpora typically cover a
small subset of possible argumentative topics that people are trained to debate. For
those topic labels that can be mapped are mapped on average to 2.8 topics in De-
batepedia, to 1.24 topics in Wikipedia Level 1, and to 1.48 topics in WEF Level 1.
As discussed in Subsection 4.2.2, topics in Debatepedia focus on the Western cul-
ture and are easily accessible, whereas topics in the WEF require deeper domain
knowledge and have more global relevance. The high coverage of Debatepedia’s
topics indicates that the studied argument corpora focus on common topics that are
easily approachable, while global issues or those that need domain knowledge lack
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FIGURE 4.4

coverage.

For a more fine-grained analysis, Figure 4.4 illustrates the differences regarding

while topics in Wikipedia

Level 1 are covered well by some argument corpora, topics in Wikipedia and WEF
Level 2 are covered only marginally. Note that topic coverage varies significantly
between the corpora: the Claim Sentence Search dataset’s topics cover 93% of the
Wikipedia Level 1 topics, while the Ideological Debates Reasons dataset covers

the number of ontology topics covered by a corpus:

The colors show the topic granularity of the corpus; especially the

Record Debating Dataset 3 dataset is fine-grained: as the highest value, 36 of its

only 14%.

topics are mapped to the Wikipedia Level 1 category “politics and economics”.

Figure 4.5 shows how the set of all 2,117 corpus topics distribute over the

top matching topics in Debatepedia, Wikipedia, and the WEF. The distribution is

significantly skewed: while the top ten topics in Debatepdia are matched by 340
to 150 topic labels, the top ten topics in WEF Level 1 are matched by 125 to 50
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topic labels. The comparison between the three ontologies supports our previous
finding that argument corpora cover easily accessible topics, especially “education
and skills”, “society”, “politics and economics”, “workforce and employment”,
“law”, and “environment”.

4.2.4 Corpus Unit Topic Categorization

The previous analysis on argument corpora is done on those corpora which contain
topic labels. About a third of the argument corpora are thus excluded from that
analysis. As a step toward assessing their topic coverage, we map the ontology
topics for a unit (cf. Table 4.4) in an argument corpus by treating the unit as a
(long) query in a standard information retrieval setup, where ontology topics are
the retrieval targets. The documents categorized into each topic have been crawled,
concatenated, and used as the topic’s representation. Though the documents asso-
ciated with a topic are not necessarily argumentative, they can be expected to cover
the salient aspects of the topic. To retrieve topics for a corpus unit, we implement
and evaluate the following approaches:

Semantic Interpretation (SI) 'This approach computes the semantic similarity of
a unit and a topic as follows: it uses the cosine similarity of the TF-IDF vectors
for the unit and the concatenated topic-related documents. This corresponds to the
semantic interpretation step that is at the core of the well-known ESA model [59].

SI with Text Embeddings (T2V-SI) In Text2vec-SI, the similarity of topics and
corpus units is calculated using text embedding vectors. We follow the common
approach to generate text embeddings, which is to take the dimension-wise average
of the word embeddings for all tokens in the text. We compare four embeddings:®
the context-free GloVe embeddings [123] and three context-sensitive embeddings,
namely ELMo [127], BERT [46], and the character-based flair (the news-forward-
fast model; [8]).

Baselines 'Two baselines put our results into context: the random baseline classi-
fies a unit per the prior probability of each ontology topic, whereas the direct match
baseline does the same if the topic name appears in the unit text (ignoring case).
In order to assess the effectiveness of the approaches and baselines outlined
previously, we employ a pooled evaluation, as it is standard for information re-
trieval evaluations, where there are too many instances for a complete manual an-
notation. We randomly sampled four units from 26 corpora, which were all anno-

®We use the default settings of the flair library version 4.5 [8] for all embeddings and truncate
sentences at 200 tokens due to the maximum length for BERT. For efficiency, we limited the embed-
dings to 10,000 randomly sampled sentences for the topics that had more sentences associated with
them.
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Document 3 of 104 Topic: Cyberstalking

Every day passengers are harassed by hooligans and drunks on the Cyberstalking is the use of the Internet or other electronic means to
underground, trains and busses. Also the rules of the public stalk or harass an individual, group, or organization. it may include
transportation services are rarely observed. This is why we need more false accusations, defamation, slander and libel. It may also include
police presence in public transport, even if there are actually monitoring, identity theft, threats, vandalism, solicitation for sex, or
designated in-house security forces. Passengers would definitely feel gathering information that may be used to threaten, embarrass or
safer then. harass.Cyberstalking is often accompanied by realtime or offline

stalking. In many jurisdictions, such as California, both are criminal
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FIGURE 4.6: The annotation interface for the pooled topic judgments. A corpus unit is
presented on the left side, together with the most similar topics in all levels at the bottom.
On the right side, the selected topic description is shown.

tated by three expert annotators. The annotators were instructed to label a topic as
about the unit if they could imagine a discussion on the topic for which the unit
would be relevant. For each unit, we annotated only those topics which are among
the five topics with the highest similarity to this unit according to at least one of
the approaches (excluding the random baseline, which has been calculated from
the results of this annotation). Figure 4.6 shows the employed assessment interface
with the current topic (top right), as well as all topics in the pool for that unit (bot-
tom; the current topic is marked blue, whereas already annotated topics are marked
green (relevant) and red (not relevant). For each unit, the topics from all levels
were available in the annotation interface for annotation.

To reduce biases, both the units and the topics were shown in a different and
random order to each assessor. Each topic was provided with a topic description
from the ontology so that topics that are unfamiliar to the annotator can be under-
stood. The annotation took about 40 hours. The annotation process resulted in
an inter-annotator agreement of 0.53 in terms of Krippendorff’s o and produced a
total of 34,638 annotations of topic-unit pairs, about 2% of what would have been
needed for a complete annotation.

Based on the similarity scores of the approach, we derive Boolean labels that
indicate whether a unit from the sampled units is or is not about one of the ontolo-
gies’ topics using two policies. The threshold policy labels a unit as about a topic
if their similarity is above a threshold 6. The top-k policy labels a unit as about a
topic if the topic is among the top-k topics with the highest similarity to the unit.
We report the parameter of policy with which the approach achieved the highest
F1-score on the pooled judgments.

Table 4.8 shows the main results of this evaluation. The random baseline’s
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TABLE 4.8: Performance of the semantic interpretation (SI) and Text2vec-SI (T2V-SI)
approaches and baselines in human evaluation for each topic ontology level in terms of
precision (Pre), recall (Rec), and F1-score (F1) for the “about” label. For methods other
than the baselines the table shows the values for the policy (threshold 6 or rank k) that
leads to the highest F1-score.

Level 1 Level 2
Approach Policy Prec Rec Fl1 Policy Prec Rec Fl
WEF

Random 0.02 0.02 0.02 0.01 0.01 0.01
Direct match 038 023 0.29 0.59 0.11 0.19
SI k=12 022 075 0.34 k=33 021 070 0.33
T2V-Slgiove 0 =0.98 0.14 061 0.22 0 =0.98 0.12 0.66 0.21
T2V-Slf1qir #=0.96 0.15 038 0.22 0 =098 024 0.18 0.21
T2V-Slgrve k=4 025 044 032 k=42 0.13 0.68 0.23
T2V-Slggrr k=7 0.19 053 0.28 0=093 0.15 049 0.23

Wikipedia
Random 0.11 0.11 0.11 0.01 0.01 0.01
Direct match 0.12 0.04 0.06 047 034 0.40
SI k=3 032 065 043 #=0.06 045 0.64 0.59
T2V-Slgiove k=5 0.19 0.66 0.30 k=705 0.14 1.00 0.25
T2V-Slf1q:r k=26 0.17 0.68 0.27 k=692 0.14 0.99 0.25
T2V-Slgrve k=2 0.39 053 045 0=076 025 045 0.32
T2V-Slggrr k=2 041 055 047 0 =0.89 022 052 031

Debatepedia

Random 0.07 0.07 0.07
Direct match 047 034 040
SI #=0.02 052 061 0.56

T2V-Slgiove 6=098 032 0.71 044
T2V-S1}14r =093 030 0.71 042
T2V-Slgryve k=13 043 0.71 0.54
T2V-Slggrr k=23 036 0.80 0.50




66 ADDRESSING CONTROVERSIAL TOPICS IN SEARCH ENGINES

performance highlights the inherent difficulty of the task. The direct match base-
line produces different results across ontologies—it performs poorly for both the
abstract topics in Wikipedia Level 1 and the specific topics in WEF Level 2. The
semantic interpretation approach clearly outperforms both baselines for all ontolo-
gies in terms of Fl-score. The performance of the Text2vec approaches varies
depending on the used embeddings, with ELMo and BERT being the most effec-
tive. The Text2vec approaches using BERT and ELMo outperform the baselines
and the semantic interpretation approach on the most abstract topics (Wikipedia
Level 1). On the second ontology levels, however, Text2vec approaches are sub-
par to the semantic interpretation approach and even fail to outperform the direct
match baseline on Wikipedia Level 2.

The F1-score of the best approach (semantic interpretation) ranges depending
on the ontology level from 0.33 to 0.59, leaving much room for improvement.
Still, the classification performance should be taken in relation to the high num-
ber of topics, which ranges from 14 to 822 topics. A more effective approach to
automatically identify the topics of a corpus unit can utilize the structure of the
topic ontology using hierarchical classification. Hierarchical classifiers can clas-
sify the topic of documents starting from the upper level and then consider only its
subtopics for classification in the lower levels.

Developing generalizable argument mining approaches relies on a careful sam-
pling of the topics covered by the argument corpus on which the approach is devel-
oped. The three topic ontologies introduced in this section provide a way to assess
the topic coverage of an argument corpus. In addition to using corpus construction
standards, fostering the generalizability of an argument mining approach to new
topics depends on how argument mining tasks are formulated. In the following,
we introduce same side stance classification, which aims at making the task of
identifying the stance of an argument less dependent on the topic.

4.3 Same Side Stance Classification

Identifying (i.e., classifying) the stance of an argument towards a particular topic
is a fundamental task in computational argumentation and argument mining. The
stance of an argument as considered here is a two-valued function: it can either
be pro a topic (meaning, “yes, I agree”), or con the topic (“no, I do not agree”).
Here we propose a related though simpler task, which we call same side stance
classification. Same side stance classification deals with the problem of classifying
two arguments as to whether they (a) share the same stance or (b) have a different
stance towards the topic in question.

As an example, consider the following two arguments on the topic “gay mar-
riage”, which obviously are on the same side.
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Argument 1. Marriage is a commitment to love and care for your spouse
till death. This is what is heard in all wedding vows. Gays can clearly
qualify for marriage according to these vows, and any definition of mar-
riage is deduced from these vows.

Argument 2.  Gay marriage should be legalized since denying some
people the option to marry is discriminatory and creates a second class of
citizens.

Argument 3 below, however, is neither on the side of Argument 1 nor on the
side of Argument 2.

Argument 3. Marriage is the institution that forms and upholds society.
Its values and symbols are related to procreation. To change the definition
of marriage to include same-sex couples would destroy its function be-
cause it could no longer represent the inherently procreative relationship
of opposite-sex pair-bonding.

Same side stance classification (SSSC) is simpler than the “classical” stance
classification problem, or at most equally complex: solving the latter implies solv-
ing the former as well.

Aside from the difference in problem complexity a second aspect renders same
side stance classification a relevant task of its own right: Stance classification,
by definition, requires knowledge about the topic that an argument is meant to
address, i.e., stance classifiers must be trained for a particular topic and hence
cannot be reliably applied to other (i.e., across) topics. In contrast, a same side
stance classifier does not necessarily need to distinguish between topic-specific
pro- and con-vocabulary; “merely” the argument similarity within a stance needs to
be assessed. Consequently, same side stance classification is likely to be solvable
independently of a topic or a domain—so to speak, in a fopic-agnostic fashion.
Since topic agnosticity is a big step towards application robustness and flexibility,
we believe that the development of technologies that tackle this task has game-
changing potential.

By presenting the SSSC task as a shared task, we evaluate approaches from
eight German universities and IBM research for SSSC in two experiments: within
a single topic and across two topics. The experiments are based on an argument
dataset that is sampled from args.me corpus and covers two topics “gay marriage”
and “abortion”. After introducing the dataset, we present the approaches of the
participants and compare their effectiveness in both experiments. Afterward, we
conduct an error analysis to spot hard cases and easy cases that are faced by the
approaches. At the end of the section, we conduct a manual inspection analysis of
the task data, bringing to light its limitations and proposing several suggestions to
enhance it.
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TABLE 4.9: Number of argument pairs in the training set and the test set of the within-
topic experiment.

Training Test
Class Gay marriage Abortion 3 Gay marriage Abortion X
Sameside 13,277 20,834 34,111 63 63 126
Diffside 9,786 20,006 29,792 63 63 126
P 23,063 40,840 63,903 126 126 252

4.3.1 Dataset

Because of its size and the balanced stance distribution, the args.me corpus pro-
vides a rich source for our experiments. At the time of the shared task the corpus
consisted of 387,606 arguments that were collected from 59,637 debates; a detailed
description can be found in [6].”

An argument in args.me is modeled as a conclusion along with a set of sup-
porting premises. In addition, each premise is labeled with a stance, indicating
whether it is pro or con the conclusion. The stances originate from the debates
where the arguments are used in. Debates can be started from different viewpoints,
for instance, a debate may discuss the viewpoint “abortion should be legalized”
while another may discuss “Abortion should be banned.”). Therefore, the stance of
an argument has to be interpreted in relation to the arguments in the same debate.
During the acquisition process of the data for the shared task we followed this con-
straint by ensuring that the arguments of an argument pair stem always from the
same debate.

The count of debates that treat “abortion” and “gay marriage” is 1,567 and 712,
respectively. We filtered out those arguments whose premises are shorter than four
words since they are often meta statements such as “I win” or “I accept”. As a
result, we kept 9,426 arguments on abortion and 4,480 arguments on gay marriage
for the task.

4.3.2 Experiments

Starting from the arguments in a debate, we generated all possible argument pairs.
An argument pair was labeled as Sameside if both arguments are either pro or con
the viewpoint of the debate. Otherwise, the pair is labeled as Diffside. Pairs with
identical arguments were removed.

"The entire args.me corpus can be accessed here: https://webis.de/data.html#
args-me
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TABLE 4.10: Number of argument pairs in the training and test set of the cross-topic
experiment.

Class Training: Abortion Test: Gay marriage
Sameside 31,195 3,028
Diffside 29,853 3,028
by 61,048 6,056

Within-topic Experiment The within-topic experiment covers both topics in its
training and test sets. The training set contains 67% of the argument pairs of one
topic, which were randomly chosen. The test set was formed from the remaining
33% for the respective topic. Among others, it was ensured that a label for an
argument pair in the test set can not be transitively deduced.® Note in this regard
that the “same side” relation forms an equivalence relation. See Table 4.9 for the
within-topic dataset statistics.

Cross-topic Experiment The cross-topic experiment provides a different topic for
training from the one for testing. In particular, the training set contains argument
pairs from the “abortion” debates only, while the test set contains argument pairs
from “gay marriage” debates only. Sameside pairs and diffside pairs are balanced.
See Table 4.10 for the cross-topic dataset statistics.

4.3.3 Submission

Overall, nine teams participated in the first shared task on same side stance clas-
sification. This section provides a brief overview of the approaches that the teams
submitted, along with their results.

Diisseldorf University The approach followed by Diisseldorf University relies on
a Siamese network trained to predict the similarity of two arguments on top of
a small BERT [46]. As the maximum token length for BERT is 512 tokens, a
relevance selection component to rank sentences by relevance is integrated, cutting
the ranked input at 512 tokens. The approach achieved an accuracy of 60% on the
within-topic task and 66% across topics.

IBM Research The approach submitted by IBM is based on a small vanilla BERT
model and has been first fine-tuned to perform standard binary pro/con stance clas-
sification on data extracted from the IBM Debater project. On top of this model,
another model is initialized and fine-tuned on the same side classification task.

8With transitive deduction we mean: SameSide(A1,A2) A SameSide(As, A2) F
SameSide(A1, As)
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TABLE 4.11: The results of the submissions for the within-topic experiment and the cross-
topic experiment in terms of precision, recall, and accuracy. For both Trier University'
and MLU Halle*, the best and the worst result are reported since they submitted multiple
approaches.

Within-topic Cross-topic
Team Precision Recall Accuracy Precision Recall Accuracy
Trier University' 0.85 0.66 0.77 0.73 0.72 0.73
Leipzig University 0.79 0.73 0.77 0.72 0.72 0.72
IBM Research 0.69 0.59 0.66 0.62 0.49 0.60
TU Darmstadt 0.68 0.52 0.64 0.64 0.59 0.63
Diisseldorf University 0.70 0.33 0.60 0.72 0.53 0.66
Trier University ' 0.65 0.24 0.56 0.70 0.11 0.53
LMU 0.53 1.00 0.55 0.67 0.53 0.63
MLU Halle? 0.53 0.57 0.54 0.50 0.57 0.50
Paderborn University 0.59 0.19 0.53 0.60 0.38 0.56
University of Potsdam 0.51 0.58 0.51 0.51 0.52 0.51
MLU Halle! 0.50 0.11 0.50 0.46 0.00 0.50

The approach obtained results inverse to the ones of Diisseldorf University: 66%
accuracy in the within-topic setting and 60% in the cross-topic setting.

Leipzig University The approach submitted by Leipzig University uses a pre-
trained BERT model that is fine-tuned on the same side stance classification task.
In addition, a binary classification layer with one output and cross-entropy loss
function is used instead of a multilabel classification layer. To embed an argument,
the first 254 tokens of an argument are fed through the BERT model. Then, the last
254 tokens of an argument are embedded. The concatenation of both embeddings
is fed into the classification layer. The approach achieved an accuracy of 77% in
the within-topic setting and 72% in the cross-topic setting.

LMU The approach submitted by the Ludwig Maximilian University (LMU) re-
lies on a vanilla pre-trained BERT base model that is fine-tuned to the shared task.
The data is organized in a graph with one graph per topic. Nodes represent ar-
guments, and edges are labeled with the confidence that the associated arguments
agree with each other. This graph-based approach has the benefit that more train-
ing data can be generated by a transitive closure. Its accuracy was 55% in the
within-topic setting and 63% in the cross-topic setting.

MLU Halle The approach submitted by the Martin-Luther-University (MLU) of
Halle-Wittenberg consists of three approaches. The first approach uses a tree-based
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learning algorithm as classifier using standard bag-of-words features. The second
is a rule-based approach that reduces the task to sentiment classification relying on
rules defined over lists of words with their polarity taken from a sentiment lexicon.
The third is a re-implementation of the stance classification approach of Bar-Haim
et al. [19]. The best approach achieves an accuracy of 54% on the within-topic
setting and 50% in the cross-topic setting.

Paderborn University The approach used by Paderborn University relies on a
Siamese Neural Network to map arguments to a new space where arguments with
the same stance are closer to each other, and other arguments are less close. Ar-
guments are represented by the contextual word embeddings provided by the flair
library [8]. A final sigmoid activation function produces the output used for same
side stance classification. The approach achieved an accuracy of 53% within topics
and 56% across topics.

Trier University The approach submitted by Trier University relies on a pre-
trained BERT base model fine-tuned to the shared task. It was submitted with
different configurations. The best yielded an accuracy of 77% in the within-topic
setting and 73% on the cross-topic setting, the worst 56% and 53 %, respectively.

TU Darmstadt The approach followed by the Technical University of Darmstadt
relies on a multi-task deep network that is based of the pre-trained large BERT
model. The network is trained on a number of pro/con stance classification datasets
in addition to the shared task dataset. The approach achieved an accuracy of 64%
in the within-topic setting and 63% in the cross-topic setting.

University of Potsdam The approach submitted by the University of Potsdam re-
lies on Bi-LSTM to encode the arguments. The embeddings of both arguments
are concatenated, multiplied in an element-wise fashion, subtracted, and fed into
a two-layer MLP as a classification layer. The approach achieved 51% accuracy
both within and across topics.

Discussion

The results of the shared task license a number of interesting conclusions. First,
the results have validated our hypothesis that a topic-agnostic approach to same
side stance classification is feasible. This is clearly conveyed by the fact that the
within-topic and the cross-topic setting seem to be of similar complexity. Also,
the differences in accuracy on both tasks are less than 5-6% points, additionally
corroborating the hypothesis.
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A second conclusion is that the effectiveness of most approaches clearly im-
proves over a random baseline, showing that the task is generally feasible. At the
same time, however, the results show that there is potential for improvement.

4.3.4 Error Analysis

In this section, we present the outcomes of manually analyzing the predictions of
the nine approaches submitted to the shared task. We examine the argument pairs
which are classified correctly (or wrongly) by most of the approaches. A careful
review of these pairs reveals some easy and hard cases for the same side stance
classification. In the following, we discuss these cases in detail.

Easy Cases

In total, we found 1,234 pairs in which all the submitted approaches classified
correctly, 1,215 in the cross-topic experiment, and 19 pairs in the within-topic.
From these pairs, we determined four cases where classifying the same side stance
is doable computationally (i.e., easy cases):

1. The stance toward the same topic is expressed explicitly in the two argu-

ments:
Argument 1. ...because I don’t believe in gay marriage . ..
Argument 2. ...Iwant to first off point out that I am against gay marriage
personally ...

2. The two arguments include contradicting statements:

Argument 1. ... marriage is not a recognition of love and compassion

Argument 2. Marriage is about love. ...

3. An argument questions a certain statement in the other argument:

Argument 1. People should be allowed to make their own choices in life
without having their human rights taken away.

Argument 2. [ would like to know how people making their own choices
has their rights taken away in the first place. Give me something to argue
about!
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4. An argument quotes a certain statement in the other argument:

Argument 1. [ also gave references stating that in the bible homosexual-
ity isn’t even accepted.

Argument 2. “[ also gave references stating that in the bible homosex-
uality isn’t even accepted” oops - sorry - the bible isn’t admissible as a
source of law in the us.

Hard Cases

In the test dataset, 126 argument pairs were difficult to be classified by the ap-
proaches (125 in the cross-topic experiment). Two cases were noticeable in these
pairs:

1. Further knowledge about the discussed topic is needed to resolve the stance:

Argument 1. Gay marriage violates religious freedoms.

Argument 2. Gay marriage is a negligible change to the institution of
marriage.

2. The two arguments agree on one aspect related to the topic but disagree on
other aspects:

Argument 1.  Marriage is a euphemism for using the government to
enforce a relationship. There’s no problem with gays getting married, but
they shouldn’t marry with government involvement.

Argument 2. [ say we let the gays get married. It’s not like it affects
anyone but them anyway.

4.3.5 Data Quality

The shared task dataset is derived from args.me corpus [6]. This corpus incorpo-
rates five different debate platforms: four comprise arguments in a monological
form, while one embraces arguments within dialogues (aka debates). Because the
latter is the largest platform that contributes the most to the args.me corpus with
more than 182,198 arguments (63%), it largely dominates the shared tasks datasets.

Deriving arguments from dialogues, however, requires extensive text normal-
ization, including removing meta-dialogue and meta-user information, filtering
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low-quality texts that contain abusive language or spam, and de-contextualizing
arguments.

This preprocessing step was not performed for the shared task datasets, which
led to several invalid argument instances. Overall, we found two main problematic
cases:

1. The argument addresses solely a debate meta-information:

Argument .  This round is for acceptance only. The rest will be for
argumentation.

Argument . My opponent had forfeited the round, so my arguments
stand unchallenged.

2. The argument contains ad hominom attack:

Argument. Like I said [ didnt copy crap! and if you are going to accuse
me for something I didn’t do, then I wish to never have another debate with
you again.

Given that these cases frequently occur in the shared task datasets, we suggest the
following improvements:

» Using only monological sources of arguments, as dialogues need the prepro-
cessing step we mentioned above.

* Conducting manual annotation or validation of the argument pairs, especially
for those which are put in the test datasets.

4.4 Summary

Enabling argument retrieval systems to respond to argumentative queries requires
a proper source of argumentative content. While the web offers the broadest cov-
erage of argumentative content, it is characterized by different genres. In Sec-
tion 4.1, we compared different approaches for the task of argument unit segmen-
tation and assessed their generalizability across genres. We cast this task as token-
level sequence labeling and compared different token-level features and sequence-
to-sequence models to perform the task. We found that semantic and structural
features are the best for detecting the boundaries of argumentative units across
genres. We also found that a sequence-to-sequence model that captures a wider
context tends to perform better within and across genres. Still, the results show
that the employed linguistic features and machine learning models do not general-
ize well across genres.
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A realistic application of an argument mining approach to provide arguments
to a retrieval system is challenged by its ability to generalize over topic. Guaran-
teeing the generalizability of argument mining approaches to new topics requires
careful sampling of topics while constructing argument corpora. To this end, we
introduced three topic ontologies that are tailored for argumentation and created by
domain experts. Using the topic ontologies, we analyzed the topic coverage and
distribution of 31 argument corpora, which are all existing argument corpora that
are provided with topic labels. The analysis showed that the topic distribution of
these argument corpora is skewed and concentrated around a small set of topics.

An analysis of the topic coverage of argument corpora with no topic labels is
bound to develop automatic approaches that map a corpus unit to its corresponding
ontology topics. Toward this goal, we developed several approaches that take a
corpus unit and a topic as input and return a score that quantifies how likely can
the corpus unit be used as an argument about the topic. We manually evaluated
the pooled output of the approaches and two baselines for a sample of 104 corpus
units. The classification performance of the best approach (semantic interpretation)
on the three topic ontologies ranges from 0.33 to 0.59 F1-score, leaving much space
for improvement. Future research can utilize hierarchical classifiers to reduce the
high topic count in the lower levels of a topic ontology.

Apart from adopting topic selection standards, generalizability to new topics
should be guaranteed while formulating argument mining tasks. To tackle the
topic-dependence of stance classification, we introduced a new formulation of the
task that takes a pair of arguments as input and returns whether they are on the same
or opposite side. We solicited nine approaches from eight German universities and
IBM Research for the task. To assess how well the approaches generalize over
topic, we designed cross-topic and within-topic experiments using a dataset that
covers two topics (“abortion” and “gay marriage”). The best approaches in both
experiments used BERT [46], but differently handled the long length of the argu-
ments in the dataset in comparison to the length allowed by BERT. The results of
the best approaches show a very close performance between the in-topic and cross-
topic experiments (about 5% difference in terms of accuracy). This supports our
hypothesis that a topic agnostic approach for stance classification is feasible. An
analysis of the easy cases and hard cases classified by the best approaches shows
that missing knowledge in argument pairs and partial agreement/disagreement be-
tween them are the main challenges in the task.






Chapter 5

Identification of Argument Frames

Persuading an audience with a stance requires a careful constellation of arguments
that are tailored to the target audience. Selecting and phrasing arguments in a way
that emphasizes certain aspects and hides others is known as framing. Argument
retrieval systems retrieve a list of arguments as pro and con and rank them accord-
ing to their relevance and quality. Delivering arguments with their frames allows a
user to locate arguments that appeal to the target audience that they are addressing.
This section first introduces an approach to identify the frames of an argument and
then proposes a visual interface to present and explore the retrieved arguments by
their aspects.

5.1 Frame ldentification

While producing an argumentative text (e.g., a persuasive speech), the author has to
choose from numerous arguments that exist for a given topic. By choosing among
the available arguments on a topic, the author frames the topic by emphasizing
a specific aspect while concealing others. For instance, the following arguments
target different topics but concentrate on the same frame, namely, the “economic”
aspect.

Argument 1 “I support the legalization of marijuana since it can be taxed for
revenue gain.”
Topic: Marijuana

Argument 2 “Legalizing prostitution would increase government revenue. A tax
on the fee charged by a prostitute and the imposition of income tax on the earnings
of prostitutes would generate revenue.”

Topic: Prostitution

Framing is a decisive step in the construction of an argument, which deter-
mines its persuasive effect on a given audience [49]. To achieve persuasion, an
author of an argumentative text should choose frames that resonate with the target
audience. As a simple example, an argument appealing to Christianity might not
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be acceptable to an atheist. Knowing the arguments for a topic along with their
frames enables authors to choose those arguments that best address their audience.

This section introduces an unsupervised approach to identify frames in argu-
ments that are assumed to cover a variety of topics. The approach is based on a
formal view that defines a frame to be a set of arguments that share an aspect. More
specifically, a frame F is a subset of a set of arguments A, F' C A. Likewise, a set
of frames, {F1, ..., Fi} covers a set of arguments iff. A C Uf F;. Starting from
a set of arguments, our approach first clusters them into topics, removes topical
features from the arguments, and then clusters the arguments into frames. To eval-
uate the approach, we introduce a dataset of 12,326 arguments, which are labeled
with 330 generic frames (frames that are used in multiple topics) and 1,293 topic-
specific frames (those that are used only in one topic). We apply the approach to all
arguments in our dataset and evaluate the returned frames against the ground-truth
frames of the arguments. At the end of the section, we analyze the errors made by
the approach in the experiments.

The contributions provided in this section cover:

* A formal view of frames in argumentation.

* An unsupervised approach to identifying frames in a set of argumentative
texts.

* An argument framing dataset with 465 topics, 1,623 frames, and 12,326 ar-
guments.

We freely provide the complete dataset to the research community. !

5.1.1 Data

Debate portals are websites where people debate or collect arguments for or against
controversial topics. Some debate portals are dialogical, such as debate.org, al-
lowing two opponents to debate one topic in rounds. Other debate portals are wiki-
like (e.g., Debatepedia), where arguments are listed according to their stance on the
topic. Debate portals keep a canonical structure of the arguments considered for
each topic (usually a conclusion and a premise). The structure and the high quality
of argumentation offered by debate portals have made them a suitable resource for
research on computational argumentation [9, 32, 173].

Argument Frames from Debatepedia

For the given work, we crawled all arguments from Debatepedia in order to con-
struct a dataset for the evaluation of frame identification. Debatepedia organizes a

"https://webis.de/data/webis—-argument-framing—19.html or
https://doi.org/10.5281/zenodo.3373355
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TABLE 5.1: Counts of topics, frames, merged frames, and arguments in the Webis-
Argument-Framing-19 dataset.

Topics Frames Merged frames Arguments
465 1,645 1,623 12,326

debate into sets of arguments that address a topical aspect of the debate. A label that
describes the topical aspect is attached to some of the sets, such as “economics”.
An argument on Debatepedia is listed as a conclusion on the topic along with a
premise that supports it.

Arguments that are not labeled might introduce noise to the dataset, since the
true knowledge regarding their frames is unavailable. To exclude possible noise
in the planned experiments, we filtered out all arguments without labels (about
1,800). Next, we analyzed the extracted labels and found that some labels have a
similar meaning but are worded differently. In particular, we noticed the presence
of the following cases:

1. Labels with hierarchical relations, such as “business” and “US business”.

2. Opposite labels, such as “health” and “unhealthy”, or, “protecting smokers”
and “protecting non-smokers”.

3. Labels that are equal when being lemmatized, such as “economics” and
“economic”, “democratizing” and “democratic”, etc.

Labels with the same lemmas are likely to carry the same meaning, which is why
we merged them into the same label. The count of such merged label pairs was 22,
each containing 42 arguments on average. Since the labels in the first and second
cases might constitute different frames in some contexts, we kept them as they are.

Frames
Economics 1119
Public Opinion [ 1]
Environment [ ]
Feasibility
Rights

[

[
Democracy
Crime
Politics
Security
Safety

20 40 60

FIGURE 5.1: The number of topics in which each of the ten most frequent frame labels in
our dataset occurs.

80 100 Count of topics
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Count of frames
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(a) (b) ()

FIGURE 5.2: General statistics of frames from Debatepedia in the Webis-Argument-
Framing-19 dataset. (a): Histogram of frames over the count of topics in which they are
used. (b): Histogram of generic frames over the count of arguments they contain.
(c): Histogram of topic-specific frames over the count of arguments they contain.

Webis-Argument-Framing-19 Dataset

Table 5.1 shows general statistics of the final dataset after crawling and preprocess-
ing, which we call Webis-Argument-Framing-19. As visualized in Figure 5.1, the

LN LR T3

ten most frequent labels in our dataset are: “economics”, “public opinion”, “en-
vironment”, “feasibility”, “rights”, “democracy”, “crime”, “politics”, “security”,
and “safety”. These labels largely overlap with those introduced by Card et al.
[35]; hence, we considered each set of arguments to be a frame.

The count of topics in which a frame occurs indicates whether a frame is
generic or topic-specific. To distinguish between these two types of frames, we
grouped all frame labels in our dataset according to how many topics they are used
for. Figure 5.2 (a) shows a histogram of the frames in our dataset over the count
of topics in which they are used. As depicted, 80% (1,293) of the frames are used
in one topic and, hence, we labeled them as topic-specific. Frames that are used
in more than one topic add up to 20% (330) frames and are labeled as generic.
Generic frames in the dataset cover 7,052 arguments, while topic-specific frames
cover 5,274 arguments. Figure 5.2 (b) and (c) show a histogram of generic and
topic-specific frames over the count of arguments they contain, respectively. The
histograms reveal that generic frames cover an order of magnitude more as many
arguments as topic-specific frames.

5.1.2 Approach

In this section, we introduce our unsupervised approach to modeling frames for-
mally. We assume frames to be exclusive and non-overlapping. Given a set of
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TABLE 5.2: Notation of the symbols used in the approach

Meaning

7

]
=
=
S
=

An argument

The conclusion of an argument

A set of arguments

A set of arguments on the same topic
A set of sets of arguments

A frame

A word

A vocabulary

< "o o

A topic extraction model

arguments A = {a1, as, ..., a,}, our goal is to find a set of frames that constitutes
a cover of A. A cover of A is a set of sets { F, F», ..., Fi} whose union contains
Aie., AC Uf F;. Table 5.2 lists the symbols used in this section along with their
meaning.

The main idea of our approach is to first remove topical features from argu-
ments and then to cluster the arguments into frames. Following known topic mod-
eling approaches, we represent the content of an argument a as a bag of words and
propose two models to find topic-specific words. Both models utilize the frequency
of the words in an argument and the argument’s structure. The structure of a is rep-
resented by its conclusion c and its premise(s) p. Our approach includes three main
steps:

(a) Topic clustering. Cluster the arguments in A into m topics
A= {Ag, Ar, ..., A},

(b) Topic removal. Given the produced clusters, develop an extraction model
FE that extracts topical features from an argument a; and its cluster. F is
applied to each /Ij € A to remove topic-specific features. As a result, we
obtain “topic-free” arguments a; = a; — E(a, A;). We denote the set of all
“topic-free* arguments with A’ where A’ = {d}, d},...,a,}.

(c) Frame clustering. Cluster the arguments A’ into k clusters, each respresent-
ing one frame.

Figure 5.3 sketches the general idea of the three steps of our approach. We
detail our concrete realization of each step in the following.
Topic Clustering

To cluster the given set of arguments into topics, we first map each argument into
a vector space that represents its semantics. We use k-means [75] with Euclidean
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Input (a) Topic clustering  (b) Topic removal (c) Frame clustering Output
Asetofarguments  Arg‘'s withtopic1  Topic-freearg's1  Arg's with frame 1 Generic frames
from multiple topics
( ple topics)
e
F F Fl [F
[[E] Arg’s with frame 2
—
Arg‘'s with topicm  Topic-freearg'sm  Arg‘s with f 3 Topic-specific frames
rg's with frame (from one topic)
el T [TF]
TIF F _
i [ [F] Arg‘s with frame 4
T[F

Legend: argument = topics frames

FIGURE 5.3: Sketch of the proposed unsupervised approach to argument frame identifica-
tion. An argument is modeled as a topic and a frame. The input is a set of arguments. The
output is a representation of two types of found frames: generic frames and topic-specific
frames.

distance as clustering algorithm. For semantic spaces, we consider two alterna-
tives: Term Frequency-Inverse Document Frequency (TF-IDF) and Latent Seman-
tic Analysis (LSA).

TF-IDF TF-IDF defines a vector space whose dimensions are words in the dataset.
An argument is mapped to this space according to the frequency of each of its
words, normalized by the word’s frequency in all considered arguments. TF-IDF
is a sparse vector space since all words in a set of arguments are considered. To
reduce sparsity, we construct a vocabulary V' that comprises the 5,000 most fre-
quent words in the arguments after stopword removal. Words that occur in more
than half of the arguments are ignored as well. The main reason for reducing the
vocabulary is to increase the computational efficiency of the approach.

LSA Latent Semantic Analysis [45] infers from a term-document frequency ma-
trix a linear transformation that projects documents into a topic space. We construct
two different semantic spaces using LSA. The first, simply called LSA, considers
each argument to be a document. The second, LSA Debate, considers a whole de-
bate to be a document. Since LSA Debate works on the debate level, it can better
capture the topic context of an argument. The reason is that arguments capture
the topic differently and may have few words in common. Using all arguments
in a debate ensures a broader context of the topic. To compare both LSA models
systematically, we use the same number of dimensions for both models: 1,000.
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Topic Removal

The goal of this step is to remove topic-specific features in the topic clusters
A = {Ap, A1,..., Ay} To achieve this goal, we develop two models to extract
topic-specific features, E and Es. EY utilizes the content of the arguments in one
cluster, whereas E utilizes the argument structure, i.e., conclusion and premise
information.

F1{ utilizes the term-frequency inverse document frequency measure TF-IDF
for every word v in each cluster. We calculate idf as follows:

S B
’{A]’GAZ’UEAJ'}‘

idf (v)

Then, Ef(a) returns those words that best discriminate a specific topic based
on a threshold ¢, which can be understood as the “aggressiveness” of the model, as
follows:?

El(a, A;) = {v e Aj : tf.idf (v) > q}

L) utilizes the structure of an argument on a local level. The hypothesis here
is that the conclusion ¢ of an argument a contains more words that target the topic
than its premise. Hence, we remove the conclusion in an argument. Formally:

EQ(Q,Aj) = {’U ’ v e C}

Frame Clustering

This step aims at grouping arguments that share a common aspect after removing
topical features. For clustering, we use k-means again and experiment with dif-
ferent values of k. Below, we choose k based on an experiment that evaluates the
output of the cluster against the ground-truth. We also use Euclidean distance to
estimate the similarity between the arguments in the two semantic spaces.

5.1.3 Experiments

Based on the dataset we introduced in Section 5.1.1, we conduct experiments to
evaluate and analyze our approach to modeling frames in argumentation. As dis-
cussed above, the approach consists of three steps: topic clustering, topic removal,
and frame clustering. We evaluate the three steps and their interaction with each
other in different experiments.

In our experiments, we chose the threshold ¢ empirically.
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Topic Clustering Experiment

The goal of this experiment is to find the best method to group arguments into
topics. The produced clusters for each semantic space are evaluated against the
arguments’ topics in the ground-truth dataset. An external measure is then used to
evaluate the output of the clustering algorithm for each semantic space. In partic-
ular, we use Bcubed F1-score [17] to evaluate the effectiveness of our approach in
modeling topics in the dataset. Bcubed F1-score rewards only the instance pairs
that exist in the output of the clustering algorithm and in the ground-truth together
in the same cluster. The reason for choosing Bcubed F1-score is that it is proven to
satisfy desired constraints in the output of clustering algorithms [13].

Topic Removal Experiment

This experiment evaluates our models E{ and F» at removing topical features from
the arguments in .A. The evaluation criterion here is the effectiveness drop of the
topic clustering algorithm after removing the topical features in .A. We rerun the
topic clustering algorithm with the same k after removing the output of both models
FE7 and E». To have a consistent comparison, we set k to the best count of topics
we found in the previous experiment.

Frame Clustering Experiment

The last experiment evaluates clustering arguments into frames after topic removal.
To test our hypothesis that topic removal benefits frame identification, we also clus-
ter arguments in the same semantic space without topic removal. For both semantic
spaces, we conduct three experiments: main experiment, generic experiment, and
topic-specific experiment. In the topic-specific and generic experiment, we use the
frames in our dataset that are labeled as topic-specific and generic frames sepa-
rately. In the main experiment, we test our approach on the whole dataset without
distinguishing the type of frames. The different experiments should show us the
performance of our approach at identifying generic and topic-specific frames. Sim-
ilar to topic clustering, we use Bcubed F1-score [17] to evaluate the frame cluster-
ing algorithm in the three experiments. Since our dataset contains 1,623 frames, we
evaluate the output of the clustering algorithm for each k& € {100, 200,...,1,600}.

5.1.4 Results and Discussion

In the following, we report on the results of the three experiments explained above
separately. In the end, we discuss the findings of the experiments and draw final
conclusions on the performance of our approach at identifying frames.
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FIGURE 5.4: Bcubed Fl1-score of the topic clustering algorithms for the semantic spaces
TF-IDF, LSA, and LSA Debate for each k.

TABLE 5.3: Bcubed Fl-score of the topic clustering algorithm for each semantic space
and the corresponding count of topics found.

Semantic space Count of topics F1-score
LSA Debate 310 0.52
TF-IDF 260 0.45
LSA 280 0.44

Topic Clustering

Figure 5.4 shows the effectiveness of topic clustering using the different semantic
spaces. We visualize for each k the Bcubed F1-score of the clustering algorithms
for the three semantic spaces. As shown, TF-IDF and LSA perform similarly for
all k. The clustering algorithm performs better using the semantic space LSA De-
bate than LSA and TF-IDF. This shows the importance of considering the context
of an argument for modeling their topics. All the three depicted plots, however,
show a clear elbow between topic counts 200 and 400. Table 5.3 shows the high-
est corresponding F1-score and the count of topic clusters for each semantic space.
The best topic clustering achieved by the algorithms comprises 310 clusters. Given
its high effectiveness in modeling topics, we decided to proceed with the topic clus-
ters produced by the LSA Debate in the next experiment.

Topic Removal

Table 5.4 shows the results of the topic removal experiment and frame cluster-
ing experiment. For both semantic spaces, the effectiveness of the topic clus-
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TABLE 5.4: Best Bcubed Fl-score, precision, and recall for the topic extraction models
EY, E5, and without topic removal (baseline) in the generic, topic-specific, and main frame
experiments together with the corresponding Bcubed F1-score (F1) in topic clustering in
the semantic spaces TF-IDF and LSA.

Topic removal Frame clustering
Model Topic Generic frames Topic-specific frames Frames
F1 F1 P R F1 P R F1 P R
TF-IDF

Baseline 045 0.19 0.25 0.15 048 0.53 0.44 026 0.27 0.25
EY-005 042 028 026 030 045 0.50 0.40 028 0.24 033
E? 0.17 026 025 028 045 048 0.42 027 0.25 0.29

LSA

Baseline 044 0.16 020 0.13 039 044 0.35 021 022 022
EY-005 04 021 0.15 033 047 044 0.48 026 025 0.27
E? 025 02 0.18 022 046 041 0.50 024 024 0.24

tering algorithm is reported after using the models E{ and E» to remove topic-
specific words. To evaluate the topic extraction models, we re-list the effectiveness
achieved by the topic clustering algorithm for both spaces. We show the results of
E{ only for ¢ = 0.005 since higher values of ¢ showed similar or lower results in
all experiments.

As shown, F» decreases the effectiveness of the topic clustering algorithm to
about the half. The model EY-%° achieves a smaller drop of 0.03-0.04 in the two
semantic spaces. Despite its simplicity, Fo is more effective at removing topic-
specific features than E9-905,

Frame Clustering

Table 5.4 shows the results of the frame clustering algorithm in the experiments:
generic, topic-specific, and main. In each experiment, the clustering algorithm
is run after using the two topic extraction models to remove topic-specific fea-
tures and without applying them (baseline). In the main and the generic exper-
iment, using the topic extraction models outperforms not using them in both se-
mantic spaces. In the topic-specific experiment, our approach’s effectiveness out-
performed the baseline only in the LSA space. The comparison between the re-
sults in the generic and topic-specific experiments shows that identifying generic
frames is harder. The reason can also be the small size of topic-specific frames in
the ground-truth. Our approach, however, is only effective at identifying generic
frames and fails at outperforming the baseline in the topic-specific experiments.
A reason to justify this is that removing topic-specific features negatively affects
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identifying topic-specific frames.

To better analyze our approach, we plot the achieved Bcubed F1-score for each
semantic space and each experiment for different values of k. Figure 5.5 (a, c,
e) shows the effectiveness achieved in the three experiments: main, topic-specific,
and generic in the TF-IDF space, respectively. As shown, both models E{-°% and
FE), start to outperform the baseline at & = 1,200 in the main experiment. All
the approaches converge starting from this value, and not much effectiveness is
achieved for higher values of k. In the generic experiment, both models achieve
their first peaks at around £ = 700. The performance of both models oscillates
but keeps at the same rate for larger values of k. In the topic-specific experiments,
the performance of E{-0% increases significantly while approaching the value of
k = 400. After reaching this value, the performance of EY-°% converges, and
no significant gain is achieved afterward. In comparison, the performance of F»
converges after reaching the value of £ = 800. The performance of both models,
however, remains equal or less than that of the baseline.

Figure 5.5 (b, d, ) shows the effectiveness of our approach in the three ex-
periments: main, topic-specific, and generic in the LSA space, respectively. As
depicted in the three figures, the model E{-% outperforms Fs in all cases, which
shows that content-based topic-removal of arguments is more effective than using
its structure. In the generic experiment, all models in the LSA space show sub-
par effectiveness compared to their counterpart in the TF-IDF space and lack clear
peaks. In the topic-specific experiment, our approach outperforms the LSA base-
line and their counterpart in the TF-IDF space. Nevertheless, like in the generic
experiment, no clear peak is reached by any model.

Discussion

The results show the merit of removing topic-specific words of an argument for
identifying its frame. According to the reported results, our approach is effective
at identifying generic frames and does not suit identifying topic-specific frames.
An interesting finding is that the premise of an argument carries more information
about its frame than the conclusion. This is shown in the higher effectiveness
achieved after applying E5 compared to the baseline. A justification can be that a
conclusion is more likely to carry stance-taking words toward the topic. In general,
E9095 achieved higher results than F5, which shows that using the content of an
argument is more effective than using its structure to model frames. A possible
justification for this can be that E» is more “aggressive” than needed at removing
topic-specific features.
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5.1.5 Error Analysis

We analyze the topic and frame clusters produced by our approach to convey to
the reader a sense of its performance. For topic clusters, we focus on the semantic
space LSA Debate since our approach performed the best in this semantic space.
For frame clusters, we analyze the output of our approach in the semantic space TF-
IDF after applying E9-°% since our approach performed the best in this semantic
space. Our goal is to identify the topics and frames in the dataset that our approach
completely confused or correctly identified. To identify these cases, we sort the
topics and frames in the ground-truth dataset according to the maximum F1-score
achieved in the aforementioned semantic spaces respectively. We manually analyze
the topic and frames labels and the count of arguments they comprise and report
the most interesting cases.

For topic clustering, examples of topics that our approach correctly identified
(with an Fl-score of 1) are: “zoos” and “compulsory vaccination”. On the other
hand, our approach struggled at identifying topics like “Is Pluto a planet?” and
“Immunity from prosecution for politicians’ (with an F1-score lower than 0.1). A
reason for this might be that these topics are too specific and not covered well in
our dataset.

In frame clustering, the hardest cases for our approach in the TF-IDF space
were topic-specific frames that contain few arguments, e.g., “child disability”.
Generic frames such as “rights” and “feasibility” were also hard to identify (with
an Fl-score lower than 0.1). A possible explanation is that these frames can be
confused with generic frames like “human rights” and “economics”. Examples of
generic frames that were effectively identified are “freedom of speech” and “public
health” (with an F1-score equals to 0.5).

The analysis shows the challenges posed by the frame identification task and
our dataset’s limitations. One of the main limitations of our approach and dataset is
the assumption that frames are non-overlapping sets of arguments. A more realis-
tic approach should consider cases where an argument emphasizes multiple frames
instead of focusing on its primary frame. In the next section, we introduce a visual
interface for delivering arguments in a retrieval scenario with the aspects they em-
phasize. The visual interface relaxes the aforementioned assumption by modeling
an argument as a vector of numerical weights that correspond to multiple aspects.

5.2 Explorative Visualization of Argument Search Results

First prototypes of argument retrieval systems [151, 173] presented arguments in
textual form with linked sources, similar to the web page snippets of conventional
search engines, but with color-encoded stances. An example interface is given
below in Figure 5.6 for args.me. This is adequate for comprehending those argu-
ments deemed most relevant. Unlike many general information needs [42], how-
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my perspectives, ambitions, desires and behaviours. Feminism is the ACT of ... v score

Feminism is definitely something that there needs...
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like feminism. Feminism is about equality, nothing else. ... v score

Do American women still need feminism? A...
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Against Feminism features women explaining " mostly in "selfies” with handwritten signs " why ... v
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FIGURE 5.6: The overall ranking view of the initial version of args.me, showing results
for the query “feminism”.

ever, reading the top results is not enough for building an informed stance. Rather,
diverse aspects of a controversial topic need to be explored. A recent study shows
that comprehension and completeness are the most important factor of useful an-
swers to non-factual questions after their relevance [34].

In this section, we introduce a novel way of presenting argument search results
to support an aspect-guided exploration of the arguments on a topic. In particular,
we visualize this fopic space in a barycentric coordinate system [135], represent-
ing the distribution of pro and con arguments over the main covered aspects (see
Figure 5.8). Possible aspects were derived offline from the Wikipedia list of con-
troversial topics® as well as from Latent Dirichlet allocation (LDA) topic models
built based on the 291,000 arguments in args.me index, whereas the aspects actu-
ally visualized are derived ad-hoc from the search results. Through interactions
with the visualization, a user can easily highlight and filter arguments on the as-
pects of interest. In two case studies, we demonstrate how the visualization speeds
up argument search notably.

5.2.1 Visualization of the Aspect Space
Determining Aspects

The first step to develop the visualization was to build a topic model that can rep-
resent the aspects of each argument in the result list. We compared two alternative

‘https://en.wikipedia.org/wiki/Wikipedia:List_of_controversial_
issues
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FIGURE 5.7: (a) Positioning an argument glyph in the topic space: the black arrow shows
the linear combination of weighted vertices (“aspect 3” 0.2, “aspect 5 0.3, “aspect 1 0.5).
The glyph itself points to the main covered aspect. (b) Topic space visualization for the
query “feminism”, positioning the retrieved arguments according to the eight main covered
aspects and “other”.

approaches for this purpose:

First, we computed the relative distribution of all the over 1,000 terms from
the Wikipedia list of controversial topics in each indexed argument. For instance,
if “women” occurs ten times, “woman” six times, ‘“feminism” four times, and no
other term, then we have (“women” 0.5, “woman” 0.3, “feminism” 0.2) with im-
plicit zeros for all others. Second, we performed LDA topic modeling [25] based
on the words in all arguments from our index. With an interval size of 10, we
tested all numbers of topics from 10 to 100 and chose the number that minimized
perplexity: 40. Each aspect is then represented by all words of one LDA topic,
and the relative aspect distribution is calculated by counting the occurrence of all
associated words in each argument. We found the Wikipedia-based topic model to
be more convincing, which is why it is set as the default in args.me.*

Visualizing Aspects

To visualize the aspect-based topic space, we opted for generalized barycentric
coordinates [100], as they naturally fit our purpose: We represent an argument
as a linear combination of weights for all aspects, while barycentric coordinates
represent a point as a linear combination of the vertices of a polygon (both adding
up to 1.0).> Thus, the topic model can be used as input for the visualization without
recalculation. Figure 5.7 (b) shows the visualization of the results for the query

*The LDA alternative can be activated in args.me by changing the value of the v-parameter in the
URL field to “Ida”.

>Dora Kiesel, Patrick Riechmann, and Bernd Frohlich proposed the idea of using generalized
barycentric coordinates to visualize the topic space as well as its design.
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“feminism”, consisting of two main elements: the fopic space and the argument
glyphs within this space.

The topic space is depicted as a regular polygon with one vertex for each rep-
resented aspect. Both given topic model alternatives comprise too many aspects to
depict them all. To reduce visual clutter in favor of a lean visualization, we limit
the maximum number of visualized aspects so that readability is not diminished. In
particular, we keep only those eight aspects that are the most frequent in the argu-
ment search results. All other aspects are merged into a ninth aspect “other”. The
labels for the aspects are short terms in case of the Wikipedia-based topic model or
visualized as word clouds in case of the LDA topic model.

Each argument glyph represents one argument in the form of a colored circle
(green for pro, red for con) with a small arrow pointing to the main covered as-
pect. The glyphs are positioned based on their aspect distribution: the stronger
one aspect, the stronger a glyph is “pulled” in that direction, as sketched in Figure
5.7. Accordingly, similar arguments are placed spatially near each other. To ensure
the visibility of all glyphs and to avoid overplotting, arguments placed on top of
each other are aggregated into a single glyph. The glyph size depends on a loga-
rithmic mapping of the number of represented arguments. Since arguments with
both stances may be grouped, the color of an aggregate glyph represents the ma-
jority stance of all arguments contained, from green (all pro), over gray (balanced
pro/con), to red (all con).

Interacting with Aspects

The integration of our visualization into args.me is shown below in Figures 5.9
and 5.10. This new topic space view replaces the old overall ranking view: it
includes the textual argument ranking and adds the visualization to the right. At
first, the visualization shows only the information outlined above, but it provides
further details upon interaction.

Barycentric coordinates are ambiguous and may place arguments with different
aspects at similar locations. For disambiguation, users can hover over a glyph
to reveal all covered aspects, as exemplified in Figure 5.8 (a). The represented
arguments are also highlighted in the textual list, given that they appear on the
current result page. Vice versa, hovering over a textual argument highlights the
respective glyph with a wide green or red border.

In addition, the visualization allows users to filter the textual results: A user
can select one or more arguments by clicking or brushing (see Figure 5.8 (b)), in
order to narrow down the list to the aspects of interest. All other arguments are
grayed out.
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FIGURE 5.8: Interacting with the visualization through: a) Hovering over an argument
reveals the aspects it covers (main aspect marked by a small arrow). b) Selecting arguments
in the topic space visualization filters them in the textual result list of args.me.
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FIGURE 5.9: The args.me search results for the query “feminism”, along with the inte-
grated topic space visualization. The argument hovered over in the visualization is high-
lighted in the textual result list (“Women don’t need...”).

5.2.2 Case Studies

To verify the benefit of our visualization, we finally explore two typical use cases
of argument search: ropic space exploration and search refinement.

Topic Space Exploration

First, we consider a query for “feminism”. Args.me returns 659 arguments for this
topic, as shown in Figure 5.9. While the top-ranked arguments seem highly rele-
vant in general, our visualization reveals that also some rather specific aspects are
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assassination. In such cases, assassination is certainly justifiable, provided that as
Dietrich Bonhoeffer points out, there exists a group capable of quickly occupying, or
remaining in, the key organs of the totalitarian dictatorship' 1. The assassination of
Libyan dictator Muammar Gaddafi would undoubtedly lead to the installation of a
democratic regime with the full backing of the Libyan people, yet his fierce, paternal
grip on the army prevents this from occurring. 1. Perry, D. L. (1995). Repugnant
Philosophy. Retrieved June 2, 2011, from Journal of Conflict Studies:
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FIGURE 5.10: The single filtered args.me search result on the aspect “Muammar Gaddafi”
for the query “assassination of dictators”. The filtering is the result of clicking on the
respective argument glyph in the topic space visualization.

covered by the search results, such as “abortion” and “United Nations”. Interacting
with the visualization helps to explore the entire topic space.

In particular, hovering over the argument glyphs clarifies what aspects they ex-
actly cover, such as “woman”, “women”, and “feminism” for the highlighted argu-
ment in Figure 5.9. After a first exploration via hovering, a result subset of interest
can be filtered through brushing, say, the four top-most glyphs (see Figure 5.8 (b)
above). The selected arguments are then shown at the top of the textual result list
(all below are grayed out). From the selected arguments, we learn that Emma Wat-
son has made the need for feminism a point at the United Nations, whereas the
claimed necessity of abortion is used as an analogy to justify the necessity of fem-
inism. Without the visualization, these insights would have been hard to gain; the
two respective arguments were ranked at positions #43 and #46.

Search Refinement

As a second example, we assume that a user looks for new arguments on the “as-
sassination of dictators”, for which args.me provides 119 results. If the user wants
to refine a search to restrict it to a specific aspect of the topic only (e.g., to argu-
ments covering “Muammar Gaddafi”), a simple click on the respective argument
glyph in the topic space visualization suffices, as illustrated in Figure 5.10. The
associated arguments are filtered and placed at the top of the result list (only one
argument in the illustrated case). With the existing interaction methods of args.me,
the argument text can be extended, and its source web page shows up after clicking
on it. In the old overall ranking view, the argument would have been ranked at
position #34.
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5.3 Summary

In this chapter, we made several contributions along the way of enabling users to
find arguments based on the frames they capture. First, we introduced an approach
to identify the frames of an argument and then proposed a visual interface to present
and explore the retrieved arguments by their aspects.

To identify the frames of an argument, we proposed an unsupervised approach
that takes a set of arguments as input and clusters them into frames. The ap-
proach consists of three steps: it groups similar arguments into clusters, removes
topic-specific tokens in each cluster, and then clusters the arguments once again
into frames. To evaluate the approach, we introduced a dataset of 12,326 argu-
ments on 465 topics which are labeled with 1,623 frames. The frames in the
dataset cover into 330 generic frames and 1,293 topic-specific frames. Whereas
generic frames are used for more than one topic, topic-specific frames are used
only for one topic. We conducted experiments to evaluate our approach at iden-
tifying generic frames and topic-specific frames independently and together. The
experiments show that removing topic-specific features from arguments benefits
identifying generic frames.

Delivering arguments with their frames in a search engine needs a dedicated
interface that presents the retrieved arguments along the frames. In Section 5.2, we
proposed a visual interface to explore the retrieved arguments for a query by the
aspects they cover. We modeled an argument in the retrieved arguments list as a set
of weighted aspects where the sum of the weights is 1. The retrieved arguments to
a query are then mapped to space whose coordinates are the top eight aspects of the
retrieved arguments. In two use cases, we showed how the visual interface enables
users to explore or refine the arguments in an efficient way by using functionalities
provided by the visual interface (e.g., filtering arguments by an aspect).






Chapter 6

Conclusion

Web search engines are effective at answering questions that look for facts. How-
ever, they struggle at delivering all perspectives on information needs related to
forming an opinion on a controversial topic. In this thesis, we aimed at develop-
ing methods to enable frame-guided retrieval of arguments in the context of search
engines. To this end, we started by developing methods to identify information
needs related to forming opinions on a controversial topic in the query stream of
a search engine. Exploiting the web to answer these information needs requires
argument mining approaches that can generalize across genre. In Chapter 4, we
aimed at developing an approach that can detect argument units in natural text in
a genre-robust way. Apart from genre, argument mining approaches should gen-
eralize to topics that are issued in a search context, which might not be covered
by the corpora on which they are trained. Hence, we developed methods to foster
the generalizability over topic while creating argument corpora and developing ar-
gument mining tasks. Arguments on a controversial topic cover different frames
which are effective principles for selecting arguments that suit a target audience. In
Chapter 5, we developed an approach to identify the frames of an argument and an
interface to present the retrieved arguments together with the aspects they cover.
In the following, we reintroduce the main research questions approached in this
thesis and the main findings. Afterward, we present the limitations of the pursued
approaches and possible future research directions.

6.1 Findings and Implications

Argument retrieval systems help users to form opinions on a controversial topic in
an unbiased way. Analyzing and identifying information needs that seek to form
an opinion is the first step of integrating argument retrieval systems into search en-
gines. Existing research developed approaches to automatically distinguish opin-
ion questions from factual and social questions in community question answer-
ing [37, 101]. In Chapter 3, we approached the research question RQ1: How to
identify argumentative questions in the context of search engines? In comparison

97
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to questions posted in community question answering, questions asked on web
search engines are more concise. This makes the task of identifying argumentative
questions harder, since less information is provided about the question intent in
web search engines.

To answer RQ1, we sampled a dataset from Yandex query logs that covers
19 controversial topics. In a crowdsourcing study, we annotated each question in
the dataset with whether it is about a controversial topic or not, and if so, whether
it seeks a fact, methods, or arguments. The crowdsourcing study shows that 28%
of questions on controversial topics are argumentative. This clearly speaks for the
importance of developing dedicated methods to handle this type of questions. A
comparative analysis of the argumentative question types against the other question
types shows that argumentative questions mainly ask for reasons and predictions.
We realized an automatic classification of the three question types in the dataset
using a supervised classifier. The classifier achieved high effectiveness (macro F1-
score of 0.78) on the task of classifying questions in the dataset, even on unseen
topics. The high classification performance opens the way for measuring and con-
trolling how search engines influence public opinion on controversial topics. Also,
it triggers a realistic adaptation of argument retrieval approaches in web search
engines that goes beyond answering imagined queries to real questions that users
ask.

The web offers the broadest argumentative content to answer argumentative
questions. The automatic extraction of arguments on the web is challenged by
the different genres the web covers (e.g., news or debate portals). Most existing
argument mining approaches are developed for single genres and assume argu-
ment units to span a specific syntactic unit (e.g., sentence or clause). Automatic
segmentation of text into argument units was approached only in argumentative es-
says by Stab [154]. Mining arguments on the web requires a generic segmentation
method that is effective across genre.

In Chapter 4, we raised the research question RQ2: How to extract argument
units in a genre-robust way? To this end, we framed the argument unit segmenta-
tion task on the token level and conducted two types of experiments: in-genre and
cross-genre. In these experiments, we carried out the first systematic analysis of
linguistic features and sequence-to-sequence models that take an increasing length
of context while deciding the label of a token. In contrast to the approach of Stab
[154], our approaches are evaluated on and across multiple genres and achieve a
higher F1-score on the Essays corpus (0.89 in comparison to 0.87 of Stab [154]).
The reason for the increased performance is the usage of Bi-LSTM, which incor-
porates a broad context while detecting argument units in a document. The results
of the experiments illustrate that structural and semantic features are the most ef-
fective for argument unit segmentation across genres, while semantic features are
the best for detecting the boundaries of argumentative units within genres. The
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results also demonstrate that while our approach for argument unit segmentation
is effective in an in-genre setting, more knowledge is needed to achieve a cross-
genre transfer. This shows that the established order of argument mining steps
(unit segmentation and then unit type classification) for an in-genre setting can not
be transferred into a cross-genre setting.

Argument mining approaches should be able to generalize to topics beyond
those on which they are trained. A research question that we investigated in this
direction is RQ3: How to assess and foster generalizability over topic in argument
mining approaches? Our first contribution to answering this research question is
a literature review of 45 argument corpora with respect to how many controversial
topics they cover and how the topics were chosen. The literature review shows that
the majority (about 65%) of argument corpora either cover up a small set of topics
(up to 25 topics) or are provided with no topic labels. To further assess the overlap
and coverage of the corpora’s topics, we identified three authoritative topic ontolo-
gies that we introduced to the research community. Assessing the topic coverage
of argument corpora was done manually by mapping the topics of argument cor-
pora to the topic ontology. To extend this analysis to argument corpora that miss
explicit topic labels, we developed approaches to automatically identify the topic
of an argumentative document. This analysis showed that argument corpora which
are provided with topic labels cover only a subset of the ontology topics. We also
found that the distribution of the covered topics is heavily skewed toward a small
subset. This clearly shows that existing argument corpora are biased toward a small
set of topics.

Topic bias exerted in argument corpora renders approaches developed on them
ungeneralizable to new topics. The topic-dependence of computational argumen-
tation approaches should be taken into account, starting from acquiring corpora
to developing experiments and applications. Creation of future argument corpora
should be created with clear topic selection criteria with regard to an accepted topic
source (e.g., one of the presented topic ontologies). An important implication of
our work also is that the relatedness between topics should be taken into account
while designing experiments that evaluate the generalizability of argument mining
approaches.

Apart from corpus creation standards, fostering generalizability to new topics
should be tackled in how argument mining tasks are formulated. Stance classifi-
cation is the task of classifying an argument into pro or con for a given topic. To
tackle the topic dependence of this task, we introduced the same side stance clas-
sification task, which takes a pair of arguments as input and returns whether they
are on the same or the opposite side. The task was run as a shared task, which
is based on an argument dataset that we sampled from the args.me corpus on two
topics, and which we released to the research community. To assess the topic trans-
fer, we ran within-topic experiments and cross-topic experiments and evaluated the
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approaches of nine participants.

The results of the same side stance classification experiments demonstrate that
the performance of transformer-based approaches is similar in the within-topic and
cross-topic experiments. Transformer-based approaches suffer a drop of only five
to six accuracy points between the within-topic and cross-topic experiments, show-
ing the feasibility of a topic-agnostic approach for stance classification. This also
illustrates that detecting the stances of a pair of arguments in a comparative way
is realizable and fosters cross-topic robustness. Apart from cross-topic robustness,
the results of the experiments show the importance of processing multiple argu-
ments on the same topic at the same time instead of single arguments. Processing
multiple arguments simplify the stance classification task by providing a classifier
with more knowledge about the topic. An advantageous property that character-
izes same side stance classification is its adaptability to different and possibly even
fine-granular stance label schemes (e.g., pro, con, and neutral).

To be effective in argumentation, an author should pick frames that resonate
with the target audience. Delivering arguments with the frames they capture re-
quires methods to identify the frames of an argument. For this goal, we raised
the research question RQ4: How to model and identify frames of an argument?
A key contribution in this regard is conceptualizing a frame as a set of arguments
that shares an aspect and framing as selecting a set of arguments on a topic. We
operationalized the model in a three-step approach: The first step groups argu-
ments according to their topic similarity. The second step removes topic-specific
tokens by exploiting the topic clusters or the argument structure. Finally, our ap-
proach clusters the topic-free arguments into frames. To evaluate the approach,
we introduced to the research community the first framing dataset that is labeled
with topic-specific and generic frames. By targeting topic-specific, generic, and all
frames in different experiments, we showed that removing topic-specific features
helps to identify frames. Particularly, we found that identifying generic frames
benefits from removing topic features, which are actually the hardest case. On
the other hand, removing topic features cannot help in identifying topic-specific
frames.

Our study sets a lacking methodology for modeling frames in argumentation
that is based on a formal definition of frames. The methodology can be extended
with different approaches for topic identification and removal as well as argument
clustering. The main implication of our study is showing the importance of dis-
cerning the topic of an argument in order to identify how the argument frames
the topic. We expect future approaches to utilize structured knowledge (e.g., topic
ontologies) to identify the topic and frames of arguments.

Existing interfaces for argument retrieval present arguments as a list of snippets
sorted into pro and con. A dedicated interface is needed to present the frames for
a controversial topic along with the arguments that capture each of the frames.
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At the end of Chapter 5, we introduced an interface that presents arguments as
groups mapped into an aspect space. In two use cases, we showed how the interface
enables an efficient way of exploring the arguments by the aspects they cover.

6.2 Future Work

Chapter 3 introduces the first study of argumentative questions in the context of
web search. That being said, a key limitation of the analysis lies in the manual se-
lection of the controversial topics and their descriptors. The 19 controversial topics
that were selected for the analysis included global issues that are mostly debated
on online debate portals or local issues that were trending in Russia in 2012. While
selecting these topics enabled us to develop the first approach to identify argumen-
tative questions and their characteristics, an open challenge remains to scale up our
approach to cover a wider range of controversial topics. Applying our approach to
a broader set of topics requires developing approaches that classify whether a ques-
tion is about a controversial topic, which is a research area on its own in question
answering research.

Future research on argumentative questions should distinguish those questions
that have direct consequences on the lifes of the askers, their close social circle, and
their environments. Whereas we focused in this thesis on controversial topics that
are relevant to society (e.g., “Nord Stream 2”), users are likely to ask more argu-
mentative questions that are relevant to their private life. Search engines should
carefully treat argumentative questions that affect the health of the asker (e.g.,
deciding on a medical operation), their social status (e.g., “studying” or “work-
ing abroad”), and their relations with family members (e.g., adoption or divorce).
Since these questions might have drastic consequences on the lifes of the askers,
handling these argumentative questions in an unbiased way is an ethical obligation
of search engines.

The results of our experiments on the generalizability of argument unit segmen-
tation over genre warrants further inquiry. A key observation that future research
should take into account is that the length, structure, and position of premises are
different from conclusions. This speaks for performing argument unit segmenta-
tion jointly with unit type classification (into premise or conclusion) or after it.
Another research direction is to assess the generalizability of argument unit seg-
mentation over genre in a topic-specific way.

In Section 4.2, we introduced three authoritative topic ontologies and used
them to assess topic bias in argument corpora. While the study elucidates the prob-
lem of topic bias in argument corpora, we noticed an overlap between the topics
covered by the three topic ontologies. Fostering the usage of topic selection guide-
lines in constructing argument corpora requires having one accepted topic ontology
that compromises all recognized controversial topics. Hence, future research can
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work on unifying the three topic ontologies by merging semantically similar topics
together. Our approach for identifying the topic of arguments achieved moder-
ate effectiveness because of the large space of controversial topics (about 742 for
Wikipedia). Future research can improve upon our approach by utilizing the struc-
ture of the topic ontology using hierarchical classifiers. Hierarchical classifiers
first map a document to one topic in the upper level and then consider only the
subtopics of this topic for classification in the lower levels. In this way, the space
of controversial topics in the lower levels can be largely reduced.

While same side stance classification fosters topic-robustness, we see several
possibilities for future research. Extending the dataset to cover more topics is a
logical next step. Another limitation of our approach is the assumption that same
side stance classification presupposes, which is that the input arguments are on the
same topic. Whereas such an assumption can be made in a retrieval scenario, topic
identification or filtering approaches need to be used to apply same side stance
classification in different applications. Another possible research direction is ex-
tending same side stance classification to return the stance similarity between a pair
of arguments as a real value. This will allow revealing more fine-granular stance
information of arguments. For example, grouping arguments with perfect stance
similarity or identifying arguments with salient stances.

Chapter 5 introduced a lacking methodology for identifying frames in argu-
mentation. Still, effective identification of frames requires developing more effec-
tive approaches for topic identification, modeling multiple frames in an argumen-
tative text, and integrating relevant characteristics of the audience of an argument.
Whereas we used the content of an argument to identify its topic, a clear improve-
ment can be achieved by utilizing metadata provided with an argument (e.g., topic
and stance labels) or external knowledge such as Wikipedia or topic ontologies.

One limitation of our dataset and approach for frame identification is the as-
sumption that an argument covers only one primary frame. While this assumption
allowed for a simple evaluation of our approach, a more general approach should
consider cases where arguments emphasize multiple frames. Future research direc-
tion can develop approaches that assign multiple frames to an argument. A further
interesting research direction is to develop models to capture frame patterns in an
argumentative text. For example, a sequential model of frames can be used to re-
veal in which sequence frames are delivered and what influences the choice of the
frames (e.g., audience).

The choice of frames depends largely on the target audience of the argumen-
tative text. A possible research direction is to study how to model the audience in
framing, i.e., what kind of information about the audience is relevant to the choice
of frames. Such information can include known frames or topics, previous beliefs,
as well as certain attributes of the audience (e.g., age).
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