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Abstract

In this thesis, a new approach is developed for applications of shape optimization on the time harmonic wave

propagation (Helmholtz equation) for acoustic problems. This approach is introduced for different dimen-

sional problems: 2D, 3D axi-symmetric and fully 3D problems. The boundary element method (BEM) is

coupled with the isogeometric analysis (IGA) forming the so-called (IGABEM) which speeds up meshing

and gives higher accuracy in comparison with standard BEM. BEM is superior for handling unbounded do-

mains by modeling only the inner boundaries and avoiding the truncation error, present in the fnite element

method (FEM) since BEM solutions satisfy the Sommerfeld radiation condition automatically. Moreover,

BEM reduces the space dimension by one from a volumetric three-dimensional problem to a surface two-

dimensional problem, or from a surface two-dimensional problem to a perimeter one-dimensional problem.

Non-uniform rational B-splines basis functions (NURBS) are used in an isogeometric setting to describe

both the CAD geometries and the physical felds.

IGABEM is coupled with one of the gradient-free optimization methods, the Particle Swarm Optimization

(PSO) for structural shape optimization problems. PSO is a straightforward method since it does not require

any sensitivity analysis but it has some trade-offs with regard to the computational cost. Coupling IGA with

optimization problems enables the NURBS basis functions to represent the three models: shape design,

analysis and optimization models, by a defnition of a set of control points to be the control variables and

the optimization parameters as well which enables an easy transition between the three models.

Acoustic shape optimization for various frequencies in different mediums is performed with PSO and the

results are compared with the benchmark solutions from the literature for different dimensional problems
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proving the effciency of the proposed approach with the following remarks:

- In 2D problems, two BEM methods are used: the conventional isogeometric boundary element method

(IGABEM) and the eXtended IGABEM (XIBEM) enriched with the partition-of-unity expansion using a

set of plane waves, where the results are generally in good agreement with the linterature with some com-

putation advantage to XIBEM which allows coarser meshes.

-In 3D axi-symmetric problems, the three-dimensional problem is simplifed in BEM from a surface inte-

gral to a combination of two 1D integrals. The frst is the line integral similar to a two-dimensional BEM

problem. The second integral is performed over the angle of revolution. The discretization is applied only to

the former integration. This leads to signifcant computational savings and, consequently, better treatment

for higher frequencies over the full three-dimensional models.

- In fully 3D problems, a detailed comparison between two BEM methods: the conventional boundary inte-

gral equation (CBIE) and Burton-Miller (BM) is provided including the computational cost. The proposed

models are enhanced with a modifed collocation scheme with offsets to Greville abscissae to avoid placing

collocation points at the corners. Placing collocation points on smooth surface enables accurate evaluation of

normals for BM formulation in addition to straightforward prediction of jump-terms and avoids singularities

in O(1=r) integrals eliminating the need for polar integration. Furthermore, no additional special treatment

is required for the hyper-singular integral while collocating on highly distorted elements, such as those con-

taining sphere poles. The obtained results indicate that, CBIE with PSO is a feasible alternative (except

for a small number of fctitious frequencies) which is easier to implement. Furthermore, BM presents an

outstanding treatment of the complicated geometry of muffers with internal extended inlet/outlet tube as an

interior 3D Helmholtz acoustic problem instead of using mixed or dual BEM.
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Kurzfassung

In dieser Arbeit wird ein neuer Ansatz für Anwendungen der Formoptimierung auf die zeitliche harmonische

Wellenausbreitung (Helmholtz-Gleichung) für akustische Probleme entwickelt. Dieser Ansatz wird für ver-

schiedene dimensionale Probleme eingeführt: 2D-, 3D-axialsymmetrische und vollständig 3D-Probleme.

Die Randelementemethode (Boundary-Elemente-Methode / BEM) ist mit der isogeometrischen Analyse

(IGA) gekoppelt, die das sogenannte (IGABEM) bildet, was die Vernetzung beschleunigt und im Vergleich

zur Standard-BEM eine höhere Genauigkeit bietet. BEM ist für den Umgang mit unbeschränkten Domänen

überlegen, indem nur die inneren Grenzen modelliert und der Trunkierungsfehler vermieden wird, der in der

Finite-Elemente-Methode (FEM) vorhanden ist, da BEM-Lösungen die Sommerfeld-Strahlungsbedingung

automatisch erfüllen. Darüber hinaus reduziert BEM die Raumdimension um eins von einem volumetrischen

dreidimensionalen Problem zu einem zweidimensionalen Oberfächenproblem oder von einem zweidimen-

sionalen Oberfächenproblem zu einem eindimensionalen Umfangsproblem. Uneinheitliche rationale B-

Splines-Basisfunktionen (NURBS) werden in einer isogeometrischen Umgebung verwendet, um sowohl die

CAD-Geometrien als auch die physikalischen Felder zu beschreiben.

IGABEM ist mit einer der gradientenfreien Optimierungsmethoden, der Particle Swarm Optimization (PSO)

für Strukturformoptimierungsprobleme gekoppelt. PSO ist eine unkomplizierte Methode, da sie keine

Sensitivitätsanalyse erfordert, aber einige Kompromisse in Bezug auf den Rechenaufwand hat. Die Kop-

plung von IGA mit Optimierungsproblemen ermöglicht es den NURBS-Basisfunktionen, die drei Modelle

darzustellen: Formentwurf, Analyse und Optimierungsmodelle, durch eine Defnition eines Satzes von Kon-

trollpunkten als Kontrollvariablen und Optimierungsparameter, was einen einfachen Übergang zwischen die

drei Modelle.

Mit PSO wird eine akustische Formoptimierung für verschiedene Frequenzen in verschiedenen Medien
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durchgeführt und die Ergebnisse mit den Benchmark-Lösungen aus der Literatur für verschiedene Dimen-

sionsprobleme verglichen, um die Effzienz des vorgeschlagenen Ansatzes mit den folgenden Anmerkungen

zu beweisen:

- Bei 2D-Problemen werden zwei BEM-Methoden verwendet: die konventionelle isogeometrische Boundary-

Elemente-Methode (IGABEM) und die eXtended IGABEM (XIBEM), angereichert mit der Partition-of-

Unit-Expansion unter Verwendung eines Satzes von ebenen Wellen, wobei die Ergebnisse im Allgemeinen

gut sind Übereinstimmung mit der Linteratur mit einem gewissen Rechenvorteil für XIBEM, das gröbere

Netze ermöglicht.

-Bei 3D-axialsymmetrischen Problemen wird das dreidimensionale Problem in BEM von einem Ober-

fächenintegral zu einer Kombination von zwei 1D-Integralen vereinfacht. Das erste ist das Linienintegral

ähnlich einem zweidimensionalen BEM-Problem. Das zweite Integral wird über den Drehwinkel geführt.

Die Diskretisierung wird nur auf die ehemalige Integration angewendet. Dies führt zu erheblichen Rech-

eneinsparungen und folglich zu einer besseren Behandlung höherer Frequenzen über die vollständigen drei-

dimensionalen Modelle.

- Bei vollständig 3D-Problemen wird ein detaillierter Vergleich zwischen zwei BEM-Methoden: der konven-

tionellen Randintegralgleichung (CBIE) und Burton-Miller (BM) einschließlich des Rechenaufwands bere-

itgestellt. Die vorgeschlagenen Modelle werden durch ein modifziertes Kollokationsschema mit Versatz

zu Greville-Abszissen erweitert, um das Platzieren von Kollokationspunkten an den Ecken zu vermeiden.

Das Platzieren von Kollokationspunkten auf einer glatten Oberfäche ermöglicht eine genaue Auswertung

von Normalen für die BM-Formulierung zusätzlich zur direkten Vorhersage von Sprungtermen und ver-

meidet Singularitäten in O(1=r)-Integralen, wodurch die Notwendigkeit von polare Integration. Darüber

hinaus ist keine zusätzliche spezielle Behandlung für das hypersinguläre Integral erforderlich, während es

auf stark verzerrten Elementen, wie beispielsweise solchen mit Kugelpolen, kollokiert wird. Die erhaltenen

Ergebnisse weisen darauf hin, dass CBIE mit PSO eine praktikable Alternative (abgesehen von wenigen

fktiven Frequenzen) ist, die einfacher zu implementieren ist. Darüber hinaus präsentiert BM eine her-

vorragende Behandlung der komplizierten Geometrie des Schalldämpferproblems mit intern verlängertem

Einlass-/Auslassrohr als inneres 3D-Helmholtz-Akustikproblem anstelle von gemischter oder dualer BEM.
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Chapter 1

Introduction

1.1 Computational models

Currently the wave propagation problem has received growing attention in the engineering and research

felds of: noise control, underwater sonar, seismology, bio-acoustics, electro-acoustics and non-destructive

testing. The simple forms of this type of problem can be studied using analytical or semi-analytical methods

[1, 2], but these methods are not applicable to treat the practical problems and the approximate solution can

be obtained using numerical methods, such as: the fnite element method (FEM) [3, 4], the Galerkin/least-

squares FEM [5], the generalized FEM [6], the element-free Galerkin method [7], etc. Recently, the analysis

of the acoustic problem using the boundary element method (BEM) has become widely accepted due to

its ease of handling infnite unbounded domains [8]. This advantage of BEM comes from its ability to

model only the boundaries without any need to introduce any truncation surfaces since BEM solutions

satisfy the Sommerfeld radiation condition automatically [9]. This is an advantage of BEM over domain-

type approaches such as FEM, where these truncated boundaries must be modeled. Furthermore, in BEM

the space dimension is reduced by one from a volumetric three-dimensional problem to a surface two-

dimensional problem, or from a surface two-dimensional problem to a perimeter one-dimensional problem.

In this thesis, one of the most well-known forms of the wave propagation problem which is the Helmholtz

time harmonic equation is solved using BEM.
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1.2 Isogeometric analysis (IGA)

In order to model exact geometries with higher order smoothness in the solution felds, different numerical

methods compute higher order differential operators. Isogeometric analysis (IGA) - which was frst proposed

in [10] - also can be used to model complex geometries with spline basis functions. The basic idea of IGA

is to connect the CAD model and the numerical analysis together using the same basis functions describing

the CAD geometries and discretizing the physical variables. One of the most widely used functions are

the Non-Uniform Rational B-Splines (NURBS). NURBS are capable of modelling exact conic sections

using rational spline basis functions. In addition, they allow easy refnement by degree elevation or knot

insertion, which corresponds to p- and h-refnements in FEM, respectively. Moreover, NURBS permit k-

refnement, which can elevate the order with a knot insertion simultaneously keeping the same continuity,

which cannot be implemented in FEM. This results in robust and accurate solutions, which reduce the

pollution errors produced by numerical methods. The effciency of IGA has been demonstrated not only

for acoustic problem but also for different engineering applications. Many comparisons were conducted

between IGA and standard FEM to establish the accuracy of the IGA models, such as those in: [10, 11, 12].

Boundary element method (BEM) can also be coupled with IGA forming the so-called IGABEM. This

model was proposed previously for different engineering problems giving very accurate results. Among

these problems are linear elasticity [13], fracture mechanics [14, 15], elasto-plastic inclusions [16], wave

resistance [17], acoustics [18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28], etc.

1.3 Boundary Element Method (BEM) for different dimensional problems

1.3.1 BEM for two-dimensional problem

Since the solutions of the Helmholtz equation for high frequencies have a highly oscillatory behaviour, the

mesh size in all numerical methods needs to be proportional to the frequency, which leads to unfeasible

solution times and in some cases may surpass the available memory capacity. A number of methods were

proposed to reduce this dependence and achieve higher accuracy on coarser meshes. One such approach is

the so-called eXtended or enriched BEM, as was originally proposed in [29]. The main idea corresponding

to the enrichment is to use the partition of unity property of the NURBS basis function together with a set of

plane waves propagating in different directions to augment the approximation space. This enrichment was
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frst implemented in the framework of standard BEM [30] and later extended to IGABEM [22] (referred

throughout this thesis as XIBEM). It has been shown in [22], that the method results in better accuracy per

number of degrees of freedom in comparison with the IGABEM, and therefore can serve as an effcient tool

for the numerical analysis of high frequency problems.

1.3.2 BEM for three-dimensional axi-symmetric problem

Scatterers with axi-symmetric shapes and boundary conditions can be more easily analysed with an axi-

symmetric model which ends up with a much smaller system matrix. In the framework of BEM, the three-

dimensional problem is simplifed from a surface integral to a combination of two integrals. The frst is

the line integral similar to a two-dimensional BEM problem. The second integral is implemented over

the angle of revolution. The discretization is applied only to the former line integration. The singularity

in the Green’s function is partially removed analytically using the elliptic integrals and then the normal

Gauss quadrature rule is applied. This reduces the computational cost signifcantly, and based on that,

solutions with higher frequencies can be obtained when compared to the fully three-dimensional models.

These procedures were applied for acoustic radiation and scattering with the standard BEM in [31]. Several

research works have studied acoustic axi-symmetric problems using different techniques for removing the

singularity. A volume integral method was employed in [32], while the singularity subtraction technique

was used in [33]. Some other studies use regularization methods [34, 35]. All of these studies consider

the implementation of standard BEM - with the simple form of polynomial shape functions - but for low

frequency problems. A semi-analytical technique for the singularity treatment was coupled with the standard

BEM to analyze the axi-symmetric horn problem in [36].

1.3.3 BEM for fully three-dimensional problem

Many researchers extended the preciously discussed models to fully three-dimensional problems. An IGA-

BEM model based on T-spline meshes was introduced in [37] while an extended IGABEM was proposed in

[22]. IGABEM models based on NURBS are discussed in [23, 24, 25, 26, 19]. Moreover, a recent work used

subdivision surfaces for modelling the boundary [27]. All the mentioned three-dimensional research works

highlight the spurious eigenfrequency problem that causes non-uniqueness numerical results while using

the conventional boundary integral equation (CBIE) for exterior acoustic problems when the wavenum-

ber coincides with the eigenmodes. The Burton-Miller (BM) formulation was suggested to overcome this
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problem [38]. However, another obstacle that appears in BEM models is fnding the proper solution for the

different types of singular integrals, such as the weakly and strongly singular integrals in CBIE and the

weakly, strongly and hyper-singular integrals in BM. In order to overcome this problem, regularization

schemes [39] were introduced in [37, 22] while a polar integration scheme was used for weakly and strongly

singular integrals and the singularity subtraction technique (SST) [40] is applied to hyper-singular integrals

in [23, 24, 25, 26, 27]. Offsets to collocation points were introduced in [41] for elasticity problems where

C0 continuity is encountered and are re-derived in this thesis for acoustic problem as well. By this method,

all weakly and strongly singular integrals are transformed to regular integrals which can be evaluated us-

ing conventional Gauss quadrature, while SST is used for hyper-singular integrals. Moreover, these offsets

help to defne the normal directions at collocation points as required by the BM method. Consequently, the

jump-term of all collocation points can be defned easily on smooth surfaces without any need for complex

calculations. Collocation on highly distorted elements needs additional special treatment while performing

SST for the hyper-singular integral such as the case of elements containing sphere poles. However, the

proposed collocation scheme does not need any additional treatment.

1.4 The muffer problem

1.4.1 Computational models for muffer problem

The muffer problem is considered as one of the applications of noise control problem. Several works

study the muffer using the simple plane wave solution or the transfer matrix method even for muffers with

extended internal inlet/outlet tubes [42, 43, 44, 45, 46, 47], mode matching method [48], eigenfunction

expansion technique [49] or point collocation approach [50]. These methods can give preliminary design,

however, they are not appropriate for all sizes and geometries especially for higher frequencies where the

wave motion is no longer plane [51]. Thus, numerical methods are more adequate by approximating the muf-

fer problem as an interior time-harmonic acoustic wave propagation problem modeled with the Helmholtz

equation. Among these methods are the fnite element method (FEM) [52, 53, 54], Galerkin-FEM (GFEM)

[55], isogeometric analysis (IGA) [56] and the boundary element method (BEM) [51, 57]. BEM is capable

to reduce the dimensionality of the 3D problem by modelling only the muffer surfaces/boundaries. How-

ever, conventional methods such as the conventional boundary integral equation (CBIE) is not suitable for

muffers with internal extended tubes due to the produced nearly singular integrals over these tubes. This
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requires smaller elements and huge integration effort with higher number of Gauss quadrature points to ob-

tian suffcient accuracy [58]. Many researches attempt to overcome this problem by using the dual or mixed

BEM such as the works in [59, 60, 61], whilst these works are criticized due to neglecting the thin thickness

of the extended tubes which leads to some discrepancies in the results compared to other numerical meth-

ods and available experimental data especially for higher frequencies [52, 55]. The Burton-Miller method

(BM) was originally introduced to overcome the spurious eigenfrequency problem causing instabilities due

to the non-uniqueness numerical solution for exterior acoustic problems [38]. This eigenfrequency problem

is not applicable for interior problems. However, BM is proposed in this thesis to properly deal with the thin

thickness of the extended tubes prescribing a combination of two types of BIEs on the original thin-walled

geometry getting beneft from evaluating the normal direction at the collocation points on all surfaces in the

purpose of constructing the linear system of equations.

1.4.2 The transmission loss (TL)

The main factor for muffer design is the sound attenuation or the Transmission Loss (TL) which is defned

as the ratio of the incident to the transmitted sound powers. TL can be computed numerically using different

methods while all of them give almost the same result [60]. Among these methods is the 3-point method

[59] which requires single solution for the linear system of equations but with post-processing calculations

for three feld points. This method is not able to couple the numerical methods with the 4-pole methods to

produce the 4-pole parameters entering/exiting the inlet/outlet tubes. Therefore, the 4-pole transfer matrix

is introduced [51] where the 4-pole parameters can be obtained easily by two solutions with two different

boundary conditions consuming more time than the 3-point method. In order to reduce the computational

time and keep getting the 4-pole parameters, the improved 4-pole transfer matrix is proposed which is

considered as the fastest method from the three mentioned methods [60]. Although this method requires

two solutions similarly to the 4-pole transfer matrix, different boundary conditions are assigned to speed up

the solution. In this thesis, the transfer matrices and the description of the solution procedures are explained

in detail showing that, the TL is computed adequately by evaluating the physical unknowns entering/exiting

the muffer inlet/outlet tubes, which is convenient to the nature of boundary element methods.
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1.5 Optimization analysis

The acoustic behaviour can be improved using optimization methods in terms of absorbing refected waves,

noise reduction or concentration of produced sound, etc. In such applications, the optimization procedures

operate on either the material or the shape of the scatterer. The proposed approach addresses the shape

optimization analysis. The common optimization methods are divided into two branches. The frst needs

to differentiate the objective function with respect to the design variables to perform the sensitivity analysis

forming the so-called gradient-based optimization methods [62, 63, 64, 65]. The convergence rate obtained

from these methods is faster compared to other methods. On the other hand, they require more involved

treatment for the singularities appearing with the differentiation. The methods of the second branch are

the gradient-free methods. Although these methods are easier to implement since they do not need any

sensitivity analysis, they encounter slower convergence rates. The most popular methods from this family

are the Particle Swarm Optimization (PSO) [66, 67] and the Genetic Algorithm (GA) [68]. Sun et al: [69]

pointed out several advantages of PSO in comparison with another gradient-free algorithm; Genetic Algo-

rithm (GA). First, PSO is faster in the searching process. Furthermore, its mathematics and parameters are

easier, avoiding "crossover" and "mutation" operations, and it deals with real numbers representing its pa-

rameters in the search space, while GA converts the parameters to chromosomes or individuals in the genetic

space with coding operator. These advantages lead fnally to less consumption of memory capacity. Barbieri

et al: [70] conducted a comparison between PSO and GA for the problem of the horn shape optimization

and concluded that PSO had better overall results with faster convergence rate than those of GA which was

only fast in the earlier stages of the optimization process.

Coupling IGABEM with shape optimization algorithms provides the advantage of employing the NURBS

control points to act as control variables in the analysis model and as the optimization parameters in the

optimization models. During the solution process, this allows a great deal of fexibility through the three

different stages: shape design, analysis and optimization models. Several problems utilized these features in

elasticity problems [69, 71, 72, 73], shells [74, 75], heat conduction problems [76], fuids [77, 78], electro-

magnetic scattering problems [79], potential-fow problems [80] and acoustic problems [20, 21, 63, 24, 28].
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1.6 Other alternatives to NURBS in IGA

As mentioned, NURBS are the most common basis functions in IGA. However, they have some trade-offs.

Among them is the special treatment of trimming surfaces [81, 82, 83]. Another trade-off is the tensor

product which creates unnecessary control points in the purpose of displaying fne geometric details which

subsequently leads to more computational cost. From that point, other alternatives are proposed creating

unstructured surface representations, such as T-splines [11, 84, 85]. Nevertheless, the basis functions are

not linearly dependent for generic T-splines and they are diffcult to be enforced for 3D domains [86, 87].

This shows distinctly that, T-splines are not standard modelling tools, which led to proposing other splines

called analysis suitable T-meshes [88], whilst they still suffer from implementing knot insertion refnement

in complex geometries. So that, other spline functions are suggested in IGA applying adaptive local refne-

ment using the globally C1-continuous basis functions belonging to a class of Hermite fnite elements over

T-meshes where the basis function is given in terms of Bézier-Bernstein polynomials, such as: polynomials

splines over hierarchical T-meshes (PHT-splines) [89, 90, 91, 92, 93, 94, 95, 96, 97, 98, 99], rational splines

over hierarchical T-meshes (RHT-splines) [100, 101, 97], truncated Hierarchical B-splines (THB-splines)

[102, 103], etc.

Moreover, the basic idea of local refnement in adaptive IGA can also be coupled with BEM and imple-

mented in different applications, such as: elasticity problems, where Scott et al. coupled collocated IGA-

BEM with unstructured analysis-suitable T-spline surfaces for linear elastostatic problems [104]. Lian et

al. utilized the explained model for shape sensitivity analysis and gradient-based shape optimization in

3D linear elasticity [105]. The same adaptive IGA model was implemented by Simpson et al. to simulate

acoustic phenomena [37] and by Ginnis et al. to solve the Neumann–Kelvin problem in the context of a

ship-hydrodynamic problem or wave-resistance problem [17]. Simpson and Liu proposed a black-box fast

multipole method to accelerate the computations of the adaptive IGABEM model based on T-splines for 3D

problems [106].

7



1.7 Introduction to the present work

In this thesis, the isogeometric analysis (IGA) is coupled with the boundary element methods (BEM) form-

ing the so-called (IGABEM) to solve the time harmonic equation of Helmholtz for acoustic applications.

BEM approximates the solution of the Helmholtz equation superiorly since it models only the inner bound-

aries and avoids the truncation error for infnite domain problems. NURBS describe both the CAD geome-

tries and the physical felds. IGABEM accelerates re-meshing and provides higher accuracy compared to

the standard BEM.

Furthermore, Particle Swarm Optimization (PSO) is a simple gradient-free method which does not require

any sensitivity analysis. It is proposed for shape optimization analysis in the framework of IGA. This model

gives a great advantage in optimization models, since it utilizes the IGA feature of representing the three dif-

ferent models: shape design, analysis and optimization models using a single set of control points. Several

numerical examples are demonstrated in this thesis to validate the proposed approach against the analytical

solution and previously published numerical methods.

The organization of this thesis is as follows:

In Chapter 2, PSO in conjunction with each of IGABEM and XIBEM is used for shape optimization prob-

lems in time-harmonic acoustics for two-dimensional problem. A numerical example considering the duct

problem is solved frst to verify both IGABEM and XIBEM against the analytical solution. Next, two appli-

cations are studied; the vertical noise barrier and the horn problems. Then, the obtained results are compared

against previously published results and the effciency of XIBEM in comparison with IGABEM is discussed.

In Chapter 3, two directions are explored. The frst direction is to verify the feasibility of IGABEM for

three-dimensional axi-symmetric problems in handling higher frequencies cases. The results are compared

to the analytical solution for three examples: the pulsating sphere problem, the scattering problem of spher-

ical waves and the plane wave scattering problem by rigid spheres. The second direction demonstrates the

strength of the proposed approach with PSO for shape optimization problems. The horn problem with cylin-
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drical symmetry is presented and validated against that with standard BEM. Then, different optimization

cases are studied and compared with already published optimized shapes by both BEM and FEM.

In Chapter 4, the feasibility of the two BEM models (CBIE and BM) in handling fully three-dimensional

problems is discussed in the framework of isogeometric analysis for different frequency values and verifed

against the analytical solution. Then, the effciency of the proposed approaches coupled with PSO algorithm

is presented for different shape optimization problems and the optimized shapes are compared and validated

against previously published shapes produced by BEM with sensitivity analysis.

In Chapter 5, the models of isogeometric BM (IGA-BM) are proposed to solve the muffer problem as an in-

terior three-dimensional Helmholtz acoustic problem. The performance of IGA-BM model is discussed and

compared against the previously published results using fnite and boundary element methods, IGA models

and the available measured data. Furthermore, optimization examples using the Particle Swarm Optimiza-

tion (PSO) coupled with IGA-BM are demonstrated to maximize the TL in attenuation regions by changing

the internal lengths of the extended tubes.

A summary of conclusions and future works is written in Chapter 6.
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Chapter 2

Structural shape optimization with

IGABEM for two-dimensional problem

based on the paper ’Shape optimization by conventional and extended isogeometric boundary element

method with PSO for two-dimensional Helmholtz acoustic problems’ published in EABE, where the contri-

bution of each author is summarized as follows:

Ahmed Mostafa Shaaban

� Research state of the art

� Investigation

� Formal analysis

� Methodology

� Software / Programming

� Data curation

� Data analysis

� Validation

� Visualization

� Writing-original draft preparation

Cosmin Anitescu

� Conceptualization
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� Investigation

� Methodology

� Data analysis

� Writing-review and editing

Elena Atroshchenko

� Conceptualization

� Investigation

� Methodology

� Data analysis

� Writing-review and editing

Timon Rabczuk

� Conceptualization

� Supervision

� Mentoring the research progress

� Review of the manuscript before submission

An electronic copy of this publication is available at: https://doi.org/10.1016/j.enganabound.

2019.12.012

2.1 General
In this chapter, a new approach is developed for applications of shape optimization on the two-dimensional

time harmonic wave propagation (Helmholtz equation) in acoustic problems. The particle swarm optimiza-

tion (PSO) algorithm - a gradient-free optimization method avoiding the sensitivity analysis - is coupled

with two boundary element methods (BEM) and isogeometric analysis (IGA). The frst method is the con-

ventional isogeometric boundary element method (IGABEM). The second method is the eXtended IGA-

BEM (XIBEM) enriched with the partition-of-unity expansion using a set of plane waves. In both methods,

the computational domain is parameterized and the unknown solution is approximated using non-uniform

rational B-splines basis functions (NURBS).
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In the optimization models, the advantage of IGA is the feature of representing the three models; i.e. shape

design/analysis/optimization, using a set of control points, which also represent control variables and opti-

mization parameters, making communication between the three models easy and straightforward.

A numerical example is considered for the duct problem to validate the presented techniques against the

analytical solution. Furthermore, two different applications for various frequencies are studied; the vertical

noise barrier and the horn problems, and the obtained results are compared against previously published

numerical methods using sensitivity analysis and genetic algorithms to verify the effciency of the proposed

approaches.

2.2 Boundary integral equation for time harmonic problems

The acoustic problem is formulated as follows. An infnite domain occupied by a homogeneous isotropic

medium and an obstacle/scatterer with smooth boundary embedded in this unbounded domain are consid-

ered [107]. The domain is denoted by Ω, and the boundary of the obstacle is Γ. Boundary Γ in the most

general case consists of Neumann Γv, Dirichlet Γp and Robin Γr parts, such that the intersection of the three

boundaries pairwise is ; (see fgure 2.1). The boundary value problem for the Helmholtz equation consists

Ω

Γp

Γv

Γr

obstacle/scatterer

Figure 2.1: The acoustic problem.
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in fnding the acoustic pressure u, which satisfes the following equations:

4u+ k2u = f in Ω; (2.1)

u = g1 on Γp; (2.2)

@u

@n
= g2 on Γv; (2.3)

@u

@n
− iku = g3 on Γr; (2.4)

where4 is the Laplace operator, i =
p
−1, k is the wavenumber, related to the wavelength � as � = 2�=k,

f is a function for the acoustic source term and n denotes the unit normal vector on Γ pointing outward to

Ω. Functions g1, g2 and g3 are prescribed on the corresponding parts of Γ. To prevent any possible refection

of spurious acoustic waves from the far-feld, the Sommerfeld radiation condition is prescribed at infnity:

lim
r!1

p
r

�
@u

@r
− iku

�
= 0; (2.5)

where r is the distance from the origin.

Equations (2.1):(2.4) can be transformed to boundary integral equation (BIE) using Green’s second identity

[22]:

c(x)u(x) +

Z
Γ

@G(x;y)

@n
u(y)dΓ(y) =

Z
Γ
G(x;y)

@u(y)

@n
dΓ(y); x;y 2 Γ; (2.6)

where G(x;y) is the Green’s function representing the feld effect at y due to a source at x in free space.

c(x) is the jump-term [8].

The Green’s function for 2D problems is defned as:

G(x;y) =
i

4
H1

0 (kr); (2.7)

where H1
0 is the Hankel function of order zero and r = jx− yj.

The integral representation of the solution, used to reduce the boundary value problem in domain Ω equa-

tions ((2.1)-(2.4)) to the boundary integral equation (BIE) on Γ eq.(2.6), automatically satisfes the Sommer-
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feld radiation condition. This represents an advantage of BEM over FEM and other domain-type methods,

where an additional error is introduced on the truncation boundary. Another advantage consists in reduction

of the dimensionality of the problem, i.e. only the boundary of the domain needs to be discretized.

2.3 NURBS basis functions

The non-uniform rational B-spline functions (NURBS) are defned by means of the B-splines in the para-

metric space � 2 [0; 1] on a knot vector Ξ = f�1 = 0; � � � ; �i; � � � ; �n+p+1 = 1g (a non-decreasing set of

numbers from 0 to 1) where i is the knot index and n is the number of basis functions. The ith B-spline

basis function of pth -degree Ni;p(�) is defned recursively as follows [10, 108]:

Ni;0(�) =

(
1 �i � � < �i+1;

0 otherwise ;
(2.8)

and for p � 1

Ni;p(�) =
� − �i
�i+p − �i

Ni;p−1(�) +
�i+p+1 − �
�i+p+1 − �i+1

Ni+1;p−1(�): (2.9)

The NURBS basis function is written as:

Ri;p(�) =
Ni;p(�)wiPn
i=1Ni;p(�)wi

; (2.10)

where wi is the ith weight.

A NURBS curve represented by a set of control points Bi can be parametrized by:

C(�) =
X

n
i=1Ri;p(�)Bi: (2.11)

2.4 Conventional IGABEM for Helmholtz equation

Both known and unknown variables on the boundary (the acoustic pressure and its normal derivative) are

discretized by the NURBS shape functions as follows:

u(�) =
X

n
i=1Ri;p(�)ui;

@u

@n
(�) =

X
n
i=1Ri;p(�)qi; (2.12)
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where ui and qi are the associated control variables. Eq.(2.12) is substituted into eq.(2.6), evaluated at n

collocation points �c yielding the following system of equations [22] :

c(�c)
Pn

i=1 uiRi;p(�c) +
Pn

i=1

h R 1
0

@G(�c; �)

@n
Ri;p(�)jJ�jd�

i
ui =

Pn
i=1

h R 1
0 G(�c; �)Ri;p(�)jJ�jd�

i
qi;

(2.13)

where jJ�j is the Jacobian.

Eq.(2.13) can be written in the matrix form as:

Hu = Gt; (2.14)

where

Hci = c(�c)Ri;p(�c) +

Z 1

0

@G(�c; �)

@n
Ri;p(�)jJ�jd�;

Gci =

Z 1

0
G(�c; �)Ri;p(�)jJ�jd�;

(2.15)

and u and t are the vectors of the ui and qi components respectively. Finally, eq.(2.14) can be re-arranged

into the system of linear equations:

Ax = b; (2.16)

where matrix A contains entries of matrices H and G corresponding to unknown control variables in

eq.(2.13) arranged into vector x. All known components are assembled into the right hand-side vector

b. In this study we use the collocation strategy defned by the Greville abscissae at points b�g given by the

formula [13]: b�g =
�g+1 + �g+2 + � � �+ �g+p

p
; g = 1; 2; � � � ; n− 1: (2.17)

Since the closed curves start and end with the same point, the Greville abscissae provide only n − 1 collo-

cation points. However, the total number of NURBS functions and control points are n. Therefore, the frst

and last NURBS functions are combined and the corresponding control points are considered to be one.
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2.5 eXtended IGABEM (XIBEM) for the Helmholtz equation

According to the eXtended IGABEM (XIBEM), the acoustic pressure and its normal derivative are dis-

cretized using the partition of unity expansion of plane waves. Each NURBS basis is multiplied by functions

representing plane waves propagating in different directions as follows [22]:

u(�) =
nX
i=1

Ri;p(�)
MX
m=1

Aime
ikdim�q(�); (2.18)

@u

@n
(�) =

nX
i=1

Ri;p(�)

MX
m=1

Bime
ikdim�q(�); (2.19)

where Aim and Bim are the associated amplitude variables, q(�) = (x(�); y(�)) and M plane waves are

defned by directions:

dim = (cos
2(m− 1)�

M
; sin

2(m− 1)�

M
): (2.20)

Then, eq.(2.13) yields the following:

c(�c)
nX
i=1

Ri;p(�c)
MX
m=1

Aime
ikdim�q(�c)+

nX
i=1

h Z 1

0

@G(�c; �)

@n
Ri;p(�)

MX
m=1

eikdim�q(�)jJ�jd�
i
Aim =

nX
i=1

h Z 1

0
G(�c; �)Ri;p(�)

MX
m=1

eikdim�q(�)jJ�jd�
i
Bim:

(2.21)

Similar to the previous section, eq.(2.21) is written in the form:

Hu = Gt; (2.22)

with

Hci = c(�c)Ri;p(�c)

MX
m=1

eikdim�q(�c) +

Z 1

0

@G(�c; �)

@n
Ri;p(�)

MX
m=1

eikdim�q(�)jJ�jd�;

Gci =

Z 1

0
G(�c; �)Ri;p(�)

MX
m=1

eikdim�q(�)jJ�jd�;

(2.23)
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and subsequently re-arranged in the linear system for the unknown control variables. The number of un-

knowns is nM , therefore the n− 1 collocation points defned by the Greville abscissae defned in eq.(2.17)

are no longer suffcient. In this study, (n− 1)M collocation points are equally spaced along the parametric

interval [0; 1]. The expansion of the Hankel function of order zero includes only a weakly singular logarith-

mic kernel with other non-singular kernels. On the contrary, the Hankel function of order one - existing in

the normal derivative of the same function of order zero - has no singular kernels [40, 63]. Further to the

Gauss quadrature scheme in this chapter, 6 Gauss points with 4 uniform sub-divisions for each knot span

are used for the integration of non-singular kernels, while the method of Telles is implemented to treat the

weakly singular kernel with the same scheme used for application of Gauss quadrature [109]. This is the

same conclusion derived in [22], where more Gauss quadrature points were proposed in order to overcome

the ill-conditioning problem caused by the enrichment process.

2.6 Description of the structural shape optimization problem

2.6.1 Structural Shape Optimization Problem in BEM

The fundamental idea of any optimization problem is to minimize a defned objective function F (x) of a

design variable x, while satisfying certain constrains. In the proposed structural shape optimization problem

in the framework of BEM, a set of NURBS control points is chosen as design optimization variables in

addition to their role as control variables in both of the shape and analysis models. This permits a fexible

connection between the mentioned three models during the iterations of the optimization process.

2.6.2 Particle Swarm Optimization (PSO) algorithm

Particle Swarm Optimization (PSO) as a gradient-free optimization method is a simple method which does

not require any sensitivity analysis. This is considered as an advantage over gradient-based methods. How-

ever, it suffers from slower convergence. In this section, the main objective function is defned and explained.

Additional two behavioural constraints; hk and gl are defned as follows:

hk(x) = 0; k = 1; 2; :::; nk number of equality constraints;

gl(x) � 0; l = 1; 2; :::; nl number of inequality constraints:
(2.24)
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The upper and the lower bounds of the i-th design variable; xL(i) and xU (i) respectively, are constrained as

follows:

xL(i) � x(i) � xU (i); i = 1; 2; :::; ndv number of design variables: (2.25)

In order to start PSO algorithm, random initial population particles x(0) with population size of np particles

and their corresponding velocities v(0) are generated as follows:

x(0) = x(0)(i; j) = xL(i) + randj � (xU (i)− xL(i));

v(0) = v(0)(i; j) = randj � (xU (i)− xL(i)); i = 1; 2; � � � ; ndv and j = 1; 2; � � � ; np;
(2.26)

where randj refers to a random number from 0 to 1 for each particle j [69, 70]. The updated particle x(k+1)

and velocity v(k+1) are defned using their current values in the kth iteration xk and vk as follows:

vk+1 = vk+1(i; j) = wvk(i; j) + c1 � randj � (pbestkj − xk(i; j)) + c2 � randj � (gbestkj − xk(i; j));

xk+1 = xk+1(i; j) = xk(i; j) + vk+1(i; j);

(2.27)

where w is the inertia weight parameter, c1 and c2 are acceleration parameters. pbestkj is the best particle

location of the j-th particle in k-th iteration, and gbestkj is the best location of the j-th particle defned by

the lowest value of the ftness function until the k-th iteration. The ftness function is defned as follows:

Fitness = F (x) + � �max(gl; 0) + �0 � jhkj; (2.28)

where F (x) is the objective function, hk and gl are the equality and inequality constraints respectively and

� and �0 are the penalty factors. In this thesis, the PSO parameters are chosen similarly to [20, 21, 28] as

follows: w = 0:6, c1 = 0:5, and c2 = 0:6. In order to initialize the parameters, the maximum number

of iterations N1 = 100 is defned, while the Number of Consecutive Iterations (the population size) N2 is

chosen for each problem separately depending on the number of design variables. The penalty factor � is

chosen to be 107 while the equality constraints are not considered. The procedure of implementing the PSO

is demonstrated in detail in [69].
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2.7 Numerical results

Three numerical examples are presented in order to demonstrate the performance of the proposed approach.

In the frst example, a comparison of the conventional IGABEM and XIBEM in terms of the relative error

in L2-norm per degree of freedom is shown. Then, the shape optimization of both the vertical infnite

noise barrier and the horn problems is presented. The optimized shapes obtained from both conventional

IGABEM and XIBEM using PSO are compared against already published optimized shapes obtained with

sensitivity analysis optimization methods and genetic algorithms.

2.7.1 The duct problem (wave propagation in a duct with rigid walls)

In order to validate the proposed algorithm for both conventional IGABEM and XIBEM that is used in the

optimization process shown in the forthcoming sections, the duct problem in fgure 2.2 is considered. The

following boundary-value problem is solved [110]:

4u+ k2u = 0 in Ωb = [0; 2]� [0; 1]; (2.29)

@u

@n
= cos(m�y) on x = 0; (2.30)

@u

@n
+ iku = 0 on x = 2; (2.31)

@u

@n
= 0 on y = 0; 1; (2.32)

where m is the mode number. The lower and upper walls are perfectly rigid, i.e. the normal derivative of

the acoustic pressure vanishes on these boundaries. A non-homogeneous boundary condition is applied on

the inlet boundary (x = 0) and an absorbing boundary condition is set on the outlet boundary (x = 2). The

analytical solution is defned by the following equation:

uex(x; y) = cos(m�y)(A1e
−ikxx +A2e

ikxx); (2.33)

where kx =
p
k2 − (m �)2 and coeffcients A1 and A2 are defned by:
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@u

@n
= cos(m�y)

@u=@n = 0

@u=@n = 0

@u

@n
+ iku = 0Ω

(0,0) (2,0)

(0,1) (2,1)

Figure 2.2: A rectangular duct domain with the boundary conditions.

i

0B@ kx −kx

(k − kx)e−2ikx (k + kx)e2ikx

1CA
0B@ A1

A2

1CA =

0B@ 1

0

1CA : (2.34)

The relative L2 error norm of numerical solution unum is defned as follows:

eL2 �
jjuex − unumjj
jjuexjj

=

sR
Γ (unum − uex)T (unum − uex)dΓR

Γ u
exTuexdΓ

: (2.35)

Figures 2.3-2.5 show the variation of eL2 as a function of degrees of freedom per wavelength. In XIBEM, 4

plane waves are used, k = 10; 40; 80, m = 2 and the polynomial degree p = 2.

It can be seen that, the beneft of XIBEM appears only for high wavenumber; k= 40, 80 with a moderate

number of plane waves and the higher accuracy can be achieved with fewer DOFs/wavelength, while in low

wavenumber case, k= 10, the conventional IGABEM results in smaller errors for the same number of DOFs.

The slower convergence of XIBEM may be due to the ill-conditioning that appears when very fne meshes

are used as noted also in [22], although the truncated singular value decomposition (SVD) is used to solve

the linear system of equations. However, the improved accuracy of XIBEM for relatively coarser meshes

make the solution of optimization problems more feasible.

2.7.2 Shape optimization analysis for an infnite vertical noise barrier

The noise barriers are built in front of noise sources to protect an area from the noise pollution. In this

section, a vertical rigid noise barrier with an infnite out-of-plane length and a variable shape of the front

face is modelled. The objective of the design is to minimize the acoustic pressure in the protected area

behind the barrier. A line sound source is located in front of the barrier at position (0; 1). The barrier is
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Figure 2.3: L2 error norm of conventional IGABEM and XIBEM for k=10.
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Figure 2.4: L2 error norm of conventional IGABEM and XIBEM for k=40.

located at (5; 0), the height of the barrier is 3m, the initial thickness is 0.2m (fgure 2.6). For this problem,

the BIE given by eq.(2.6) is modifed to add the source term function as follows:

c(x)u(x) +

Z
Γ

@G(x;y)

@n
u(y)dΓ(y) =

Z
Γ
G(x;y)

@u(y)

@n
dΓ(y) +G(x;x0);x;y 2 Γ;x0 =2 Γ; (2.36)
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Figure 2.5: L2 error norm of conventional IGABEM and XIBEM for k=80.

Figure 2.6: The vertical noise barrier problem.

where x0 = (0; 1) is the location of the sound source. The Green’s function is also modifed to include the

symmetry effect as follows:

G(x;y) =
i

4
[H1

0 (kr)−H1
0 (kr0)]; (2.37)

in which r0 = jx− yj is the distance from point x to point y = (y1;−y2) (image of y = (y1; y2)) [111].

In order to minimize the sound pressure on the protected area, the shape of the left side of the barrier is

optimized according to minimum objective function:

Π� = min ufuf ; (2.38)
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where uf is the sound pressure vector at the 10 � 10 feld points located in the protected area as shown in

fgure 2.6, uf is the complex conjugate vector of uf [63]. Furthermore, the area of the optimized design is

restricted not to be more than the initial area Ao = 0:6m2. Therefore, the ftness function is taken as:

Fitness = Π� + � �max(Updated Area− 0:6; 0): (2.39)

In the optimization problem, the design variables are x-coordinates of the control points (the top and the

bottom points remain fxed). The initial value of these design variables are 5.0, while the lower and the upper

limits are considered as 4.9 and 5.1 respectively. Since including y-coordinates as free design variables in

this optimization case has minimal impact on both the fnal optimized shape and the value of the objective

function, it is suffcient to optimize only the x-coordinates. The used polynomial degree is p = 2. The

optimized shapes and objective function values obtained from conventional IGABEM and XIBEM using

PSO are further compared to those obtained from the fast multipole conventional IGABEM using shape

sensitivity analysis performed in [63].

Figure 2.7 demonstrates the optimized shapes for a single frequency 400 Hz (with sound speed 343m=s and

wavenumber k=7.32733) using 5, 10, 15 and 20 design variables respectively. Figures 2.8 and 2.9 show

the iteration process for the ftness function and the area respectively. It can be seen that, the optimized

shapes and the objective function values obtained using 5, 10 and 15 design variables from IGABEM and

XIBEM with PSO are in a good agreement with those obtained in [63], while all shapes for N = 20 slightly

differ from each other. The results are further compared with [63] in table 2.1 in terms of the values of

the objective function, area and the number of iterations. Table 2.1 also shows all parameters used in the

optimization process, i.e. the number of elements per wavelength along the optimized part and kh=p where

h is the maximum element size. In XIBEM, 4 plane waves are used. It can be seen that, XIBEM can usually

be used with coarser meshes, however, in terms of total degrees of freedom and overall computational time,

no signifcant advantage in using XIBEM was seen.

To demonstrate the performance of the method for different frequencies and its sensitivity to the number

of consecutive iterations in PSO, fgure 2.10 illustrates the optimized shapes for single frequencies; 100 Hz

(k = 1:838) and 1000 Hz (k = 18:3183) respectively using 15 design variables. The results for f = 1000Hz

show two cases: In case 1, the number of consecutive iterations N2 = 60, while in case 2 N2 = 100. The
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Figure 2.7: Optimized shape of the noise barrier for frequency=400 Hz.
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Figure 2.8: Variation of the ftness function during the optimization process, f = 400Hz.

corresponding convergence plots for the objective function and the area are shown in fgures 2.11 and 2.12,

respectively. As it can be seen from the fgures and the results, shown in table 2.2, increasing N2 leads to

smaller values of the objective function, however, the total simulation time becomes unfeasible. Moreover,
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Figure 2.9: Variation of the area during the optimization process, f = 400Hz.

Ref.[63] Conventional IGABEM XIBEM
5 Variables - Frequency=400 Hz Objective Function 24.2x10E-4 28.01x10E-4 28.12x10E-4

Area (m2) 0.56 0.55 0.55
no of Iterations 11 9 9
N2 - Number of Consecutive Iterations for PSO - 40 40
kh/p along the Optimized Part - 0.73 1.1
no of Elements/Wavelength along the Optimized Part - 4.3 2.9

Total DOFs - 40 NURBS Basis Functions
28 NURBS Basis Functions

x 4 Plane Waves
10 Variables - Frequency=400 Hz Objective Function 15.7x10E-4 19.04x10E-4 19.41x10E-4

Area (m2) 0.56 0.55 0.53
no of Iterations 12 18 7
N2 - Number of Consecutive Iterations for PSO - 60 60
kh/p along the Optimized Part - 0.22 0.37
no of Elements/Wavelength along the Optimized Part - 14.30 8.57

Total DOFs - 114 NURBS Basis Functions
70 NURBS Basis Functions

x 4 Plane Waves
15 Variables - Frequency=400 Hz Objective Function 10.5x10E-4 11.45x10E-4 11.46x10E-4

Area (m2) 0.6 0.59 0.59
no of Iterations 28 15 19
N2 - Number of Consecutive Iterations for PSO - 60 60
kh/p along the Optimized Part - 0.147 0.244
no of Elements/Wavelength along the Optimized Part - 21.44 12.86

Total DOFs - 164 NURBS Basis Functions
100 NURBS Basis Functions

x 4 Plane Waves
20 Variables - Frequency=400 Hz Objective Function 7x10E-4 9.63x10E-4 8.87x10E-4

Area (m2) 0.6 0.55 0.54
no of Iterations 54 13 13
N2 - Number of Consecutive Iterations for PSO - 60 60
kh/p along the Optimized Part - 0.18 0.18
no of Elements/Wavelength along the Optimized Part - 17.15 17.15

Total DOFs - 130 NURBS Basis Functions
130 NURBS Basis Functions

x 4 Plane Waves

Table 2.1: Comparative results for frequency=400 Hz.

optimal value of N2 seems to grow with increasing frequency, making PSO optimization even more time-

consuming. The next study is concerned with optimization for a frequency range. In fgure 2.13 the

optimized shapes are shown for the range of (!1 − !2): from 500 to 1000 Hz (wavenumber range from k=
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Figure 2.10: Optimized shape of the noise barrier for different frequencies.
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Figure 2.11: Iteration process for different frequencies; ftness function.

9.1592 to 18.3183) and from 200 to 500 Hz (wavenumber range from k= 3.6637 to 9.1592), using 15 design
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Figure 2.12: Iteration process for different frequencies; the area.

Conventional IGABEM XIBEM
15 Variables - Frequency=100 Hz Objective Function 138.21x10E-4 138.23x10E-4

Area (m2) 0.58 0.58
no of Iterations 19 19
N2 - Number of Consecutive Iterations for PSO 60 60
kh/p along the Optimized Part 0.04 0.06
no of Elements/Wavelength along the Optimized Part 85.75 51.45

Total DOFs 164 NURBS Basis Functions
100 NURBS Basis Functions

x 4 Plane Waves
15 Variables - Frequency=1000 Hz
Case 1

Objective Function 3.04x10E-4 2.50x10E-4

Area (m2) 0.52 0.48
no of Iterations 16 15
N2 - Number of Consecutive Iterations for PSO 60 60
kh/p along the Optimized Part 0.37 0.61
no of Elements/Wavelength along the Optimized Part 8.58 5.15

Total DOFs 164 NURBS Basis Functions
100 NURBS Basis Functions

x 4 Plane Waves
15 Variables - Frequency=1000 Hz
Case 2

Objective Function 2.91x10E-4 2.39x10E-4

Area (m2) 0.53 0.53
no of Iterations 28 27
N2 - Number of Consecutive Iterations for PSO 100 100
kh/p along the Optimized Part 0.37 0.61
no of Elements/Wavelength along the Optimized Part 8.58 5.15

Total DOFs 164 NURBS Basis Functions
100 NURBS Basis Functions

x 4 Plane Waves

Table 2.2: Comparative results for two different frequencies with 15 design variables.

variables with an average objective function:

Π = min
1

!2 − !1

Z !2

!1

Π�d!: (2.40)
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Figure 2.13: Optimized shape of the noise barrier for frequency range cases.

This function is integrated using 4 Gauss quadrature points.

Similar to previous comparisons, fgure 2.14 demonstrates the iteration process of these optimization cases

against the ftness function while fgure 2.15 presents the same against the area. The detailed results are

given in table 2.3. A conclusion that can be derived is that, the solution is not unique in many cases and

different optimal geometries can be obtained. This is applicable to the presented cases for frequency of

400 Hz with N = 20, for frequency of 1000 Hz and for the frequency range cases. The shapes giving the

minimum objective function values are presented. This conclusion was previously reached as well in [64]

and [112] for the study of the horn shape optimization.

2.7.3 Shape optimization analysis for an acoustic horn problem

In order to design the acoustic horn with an effective transmission of the incoming wave energy and powerful

distribution of this energy to the far feld, the horn shape is optimized. The horn in an infnite domain with

planar symmetry shown in fgure 2.16 is considered. This problem was previously studied in [64, 113]. The

computational domain is denoted by Ω (a semi-circle of radius RΩ), with absorbing boundary conditions
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Figure 2.14: Iteration process for optimization cases of frequency range; ftness function.
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Figure 2.15: Iteration process for optimization cases of frequency range; the area.

prescribed on its outer boundary Γout. Part of the boundary, denoted by Γin, refers to the inlet for the in-

going wave. The horn boundary is denoted by Γrigid. To decrease the computational effort, the symmetry

of the solution is assumed along Γsym:. The boundary value problem is defned as follows:

∆u+ k2u = 0 in Ω; (2.41)

@u

@n
+

�
ik +

1

2RΩ

�
u = 0 on Γout; (2.42)
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Conventional IGABEM XIBEM
15 Variables - Frequency Range
of 200 to 500 Hz

Objective Function 36.41x10E-4 36.41x10E-4

Area (m2) 0.6 0.6
no of Iterations 11 11
N2 - Number of Consecutive Iterations for PSO 60 100
kh/p along the Optimized Part for max. Frequency 0.18 0.31
no of Elements/Wavelength along the Optimized Part for max. Frequency 17.15 10.29

Total DOFs 164 NURBS Basis Functions
100 NURBS Basis Functions

x 4 Plane Waves
15 Variables - Frequency Range
of 500 to 1000 Hz

Objective Function 4.80x10E-4 4.84x10E-4

Area (m2) 0.53 0.49
no of Iterations 16 13
N2 - Number of Consecutive Iterations for PSO 100 60
kh/p along the Optimized Part for max. Frequency 0.37 0.61
no of Elements/Wavelength along the Optimized Part for max. Frequency 8.58 5.15

Total DOFs 164 NURBS Basis Functions
100 NURBS Basis Functions

x 4 Plane Waves

Table 2.3: Comparative results for cases of frequency range.

Γin

Γout

Γsym:, Symmetry Line

Γrigid

Ω

RΩ

Optimization is applied
to this red part

Figure 2.16: The horn problem domain.

@u

@n
+ iku = 2ikAm on Γin; (2.43)

@u

@n
= 0 on Γrigid [ Γsym:; (2.44)

where Am is the amplitude of the incident wave in-going on Γin.

In order to include the boundary conditions, the BIE eq.(2.6) is modifed as follows:

c(x)u(x) +

Z
Γ

@G(x;y)

@n
u(y)dΓ(y) + ik

Z
Γin

G(x;y)u(y)dΓ(y)+

(ik +
1

2RΩ
)

Z
Γout

G(x;y)u(y)dΓ(y) = 2ikAm

Z
Γin

G(x;y)dΓ(y);x;y 2 Γ:

(2.45)
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The optimization problem consists in minimizing the wave refection coeffcient R = Bm=Am on Γin, in

which Bm = juin − Amj is the refected wave amplitude and uin is the computed acoustic pressure along

Γin defned as uin = 1
a

R
Γin

udΓ [64, 113]. Therefore the ftness function is defned in eq.(2.46):

Fitness = F (x) = minR: (2.46)

The portion of the horn boundary being optimized is shown by the red line in fgure 2.16. The design

variables are x and y coordinates of the control points. In fgure 2.17 the initial position of the design

control points, as well as their upper and lower bounds are given.

In fgure 2.18 the dimensions of the horn boundaries are shown. The horn thickness is 2.5cm. Other

parameters are set as: Am = 1, RΩ = 1m and the polynomial degree p = 2.

Figure 2.19 illustrates the refection spectra of the initial shape shown in fgure 2.18 using both IGABEM

and XIBEM compared to the same spectrum presented in [113] using FEM. It can be seen that, all spectra

are in good agreement except the frst portion of XIBEM representing lower frequencies to 150 Hz. That can

be related to the remark for the duct problem at the end of section 2.7.1. The obtained results are compared

with the solutions reported in [64] and [112]. In [112], the same problem was solved using smoothing

Hermite polynomials with fnite element method (FEM) and genetic algorithm (GA). In [64], quasi-Newton

algorithm and sensitivity analysis with FEM was performed.

Figure 2.20 demonstrates the optimized shapes for different single frequencies=280, 550, 780 and 1000

Hz with sound speed 345m=s and wavenumber k=5.09940, 10.01667, 14.20546 and 18.21213 respectively

using one control point (i.e. 2 design variables). These shapes are further compared to those obtained in

[112]. Note that, in [112] the boundary was optimized using only 1 design variable maintaining the curve

smoothness along the whole length of the optimized part. Figure 2.21 shows the variation of the refection

coeffcient R during the optimization process. Figure 2.22 presents the refection spectra for the initial and

optimized horn shapes. It can be seen that, both conventional IGABEM and XIBEM with PSO give

similar optimized shapes, and similar refection values in the optimization process. In XIBEM slightly

coarser meshes were used along with 4 plane waves in the enrichment. The full results are shown in table

2.4.

In the next study, the optimization process using 4 design variables (i.e. 2 control points) was conducted.
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Figure 2.17: Arrangement of control points along the optimized part of the horn problem.

Figure 2.18: Horn dimensions.
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Figure 2.19: Refection Spectra of the initial shape.

Ref.[112] Conventional IGABEM XIBEM
Frequency=280 Hz Refection 3.0x10E-1 2.85x10E-2 2.95x10E-2

no of Iterations - 12 13
N2 - Number of Consecutive Iterations for PSO - 40 40
kh/p along the Optimized Part 0.06 0.1 0.16
no of Elements/Wavelength along the Optimized Part 49.3 33.1 19.8

Total DOFs - 144 NURBS Basis Functions
90 NURBS Basis Functions

x 4 Plane Waves
Frequency=550 Hz Refection 2.42x10E-2 3.24x10E-2 3.47x10E-2

no of Iterations - 8 10
N2 - Number of Consecutive Iterations for PSO - 40 40
kh/p along the Optimized Part 0.13 0.11 0.19
no of Elements/Wavelength along the Optimized Part 25.1 28.1 16.8

Total DOFs - 234 NURBS Basis Functions
144 NURBS Basis Functions

x 4 Plane Waves
Frequency=780 Hz Refection 6.71x10E-2 1.93x10E-3 3.09x10E-3

no of Iterations - 27 26
N2 - Number of Consecutive Iterations for PSO - 40 40
kh/p along the Optimized Part 0.18 0.1 0.17
no of Elements/Wavelength along the Optimized Part 17.7 31.6 19

Total DOFs - 369 NURBS Basis Functions
225 NURBS Basis Functions

x 4 Plane Waves
Frequency=1000 Hz Refection 1.27x10E-2 3.33x10E-3 1.17x10E-3

no of Iterations - 14 20
N2 - Number of Consecutive Iterations for PSO - 40 40
kh/p along the Optimized Part 0.23 0.09 0.15
no of Elements/Wavelength along the Optimized Part 13.8 33.9 20.4

Total DOFs - 504 NURBS Basis Functions
306 NURBS Basis Functions

x 4 Plane Waves

Table 2.4: Comparative results for the horn problem using 1 control point - 2 design variables.

Figure 2.23 illustrates the optimized shapes for different single frequencies=280, 400, 550 and 780 Hz with

sound speed 345m=s and wavenumber k=5.09940, 7.28485, 10.01667 and 14.20546 respectively. These

shapes are compared to those obtained from [112]. Note that, in [112] 3 design variables dividing the

optimized part into 2 equal spans were used. In this study, both conventional IGABEM and XIBEM with
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Figure 2.20: Optimized horn part using 1 control point - 2 design variables.
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Figure 2.21: Iteration process against the refection using 1 control point - 2 design variables.

PSO give close optimized shapes and quasi-identical refection values as well. Slightly coarser meshes were

used in XIBEM models. These curves are close to those obtained from [112] except in the case of frequency

of 780 Hz. The full results are shown in table 2.5.
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Figure 2.22: Refection spectra for the optimized horns using 1 control point - 2 design variables.

Ref.[64] Ref.[112] Conventional IGABEM XIBEM
Frequency=280 Hz Refection 1.5x10E-4 2.36x10E-5 6.66x10E-4 2.61x10E-4

N2 - Number of Consecutive Iterations for PSO - - 60 60
kh/p along the Optimized Part 0.13 0.06 0.05 0.08
no of Elements/Wavelength along the Optimized Part 24.6 49.3 66.1 39.7

Total DOFs - - 159 NURBS Basis Functions
99 NURBS Basis Functions

x 4 Plane Waves
Frequency=400 Hz Refection 3x10E-4 4.28x10E-5 5.83x10E-4 3.74x10E-4

N2 - Number of Consecutive Iterations for PSO - - 60 60
kh/p along the Optimized Part 0.18 0.09 0.05 0.08
no of Elements/Wavelength along the Optimized Part 17.3 34.5 61.7 37

Total DOFs - - 209 NURBS Basis Functions
129 NURBS Basis Functions

x 4 Plane Waves
Frequency=550 Hz Refection 5.7x10E-4 1.35x10E-6 2.75x10E-4 1.14x10E-4

N2 - Number of Consecutive Iterations for PSO - - 60 60
kh/p along the Optimized Part 0.25 0.13 0.06 0.09
no of Elements/Wavelength along the Optimized Part 12.5 25.1 56.1 33.7

Total DOFs - - 259 NURBS Basis Functions
159 NURBS Basis Functions

x 4 Plane Waves
Frequency=780 Hz Refection - 3.91x10E-5 1.61x10E-4 1.34x10E-4

N2 - Number of Consecutive Iterations for PSO - - 60 60
kh/p along the Optimized Part - 0.18 0.05 0.08
no of Elements/Wavelength along the Optimized Part - 17.7 63.3 38

Total DOFs - - 409 NURBS Basis Functions
249 NURBS Basis Functions

x 4 Plane Waves

Table 2.5: Comparative results for the horn problem using 2 control points - 4 design variables.

With reference again to fgure 2.23 and table 2.5, another comparison is presented against the optimized

smoothed shapes obtained from [64]. It can be seen that, all shapes are close and the refection values are of

the same order.

Another approach shown in fgure 2.24 is to demonstrate the performance for frequency range of (!1 − !2)

which equal (350-450 Hz) (wavenumber range from k= 6.37425 to 8.19546) using the previous scheme of
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Figure 2.23: Optimized horn part using 2 control points - 4 design variables.

2 control points - 4 design variables with an average objective function:

Π = min
1

!2 − !1

Z !2

!1

R d!: (2.47)

This function is integrated using 4 Gauss quadrature points. Figure 2.24 shows also the smoothed and non-

smoothed shapes presented in [64]. It can be seen that, the proposed shapes are similar to the smoothed

shape presented in [64]. Figure 2.25 shows the variation of the refection coeffcient R during the optimiza-

tion process. Figure 2.26 presents the refection spectra for the initial and optimized horn shapes. These

spectra are compared to the spectra presented in [64] for the corresponding optimization case. It can be seen

from fgure 2.25, XIBEM produces close spectrum to those spectra obtained from [64] with two minimum

refection values inside this frequency range. The full results are shown in table 2.6. Similar to the conclu-

sion derived in the noise barrier example and in [64] and [112] as well, in some cases the solution may not

be unique and different optimal geometries can be obtained. This is applicable to the presented cases using

4 design variables where the shapes giving the minimum objective function values are presented.
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Figure 2.24: Optimized horn part for frequency range of 350 to 450 Hz.
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Figure 2.25: Iteration process against the refection for frequency range of 350 to 450 Hz.

Conventional IGABEM XIBEM
Frequency Range of 350 to 450 Hz Refection 2.07x10E-2 1.64x10E-2

N2 - Number of Consecutive Iterations for PSO 60 60
kh/p along the Optimized Part for max. Frequency 0.05 0.08
no of Elements/Wavelength along the Optimized Part for max. Frequency 65.8 38.4

Total DOFs 249 NURBS Basis Functions
149 NURBS Basis Functions

x 4 Plane Waves

Table 2.6: Comparative results for optimization case of frequency range.

2.8 Summary
In this chapter, an approach is developed for 2D Helmholtz acoustic problem by coupling one of the gradient-

free optimization methods, the particle swarm method (PSO), with the isogeometric analysis (IGA) using

38



250 300 350 400 450 500 550

10−3

10−2

10−1

100

frequency (Hz)

re
fe

ct
io

n

Initial Shape - Figure 2.18
IGABEM
XIBEM

Non-smoothed Shape - Ref.[64]
Smoothed shape - Ref.[64]

Figure 2.26: Refection spectra for the optimized horns for frequency range of 350 to 450 Hz.

two boundary element methods avoiding an interior discretization of the domain; the conventional (IGA-

BEM) and the eXtended (XIBEM).

The beneft of IGA is to employ its NURBS functions to represent all three models, i.e. shape design/-

analysis/optimization, with a set of control points, which also represent control variables and optimization

parameters for the three models respectively. This allows to an easy communication between the three mod-

els.

Several numerical examples considering the duct problem and different optimization cases of the noise

barrier and horn problems were examined and the obtained results were compared against the analytical

solution or the previously published methods. It was demonstrated that, the results of the present approach

are generally in good agreement with some computation advantage to XIBEM which allows coarser meshes.

In general, PSO is simpler than the gradient-based optimization methods since it does not need any sensitiv-

ity analysis, but it has some trade-offs with regard to the convergence speed. Furthermore, as the number of

design variables increases, a larger number of consecutive iterations (N2) is required. Larger N2 helps also

in higher frequency cases. In some cases the solution may not be unique and different optimal geometries

can be obtained.
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Chapter 3

Structural shape optimization with

IGABEM for three-dimensional

axi-symmetric problem

based on the paper ’Isogeometric boundary element analysis and shape optimization by PSO for 3D axi-

symmetric high frequency Helmholtz acoustic problems.’ published in JSV, where the contribution of each

author is summarized as follows:

Ahmed Mostafa Shaaban

� Conceptualization

� Research state of the art

� Investigation

� Formal analysis

� Methodology

� Software / Programming

� Data curation

� Data analysis

� Validation

� Visualization
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� Writing-original draft preparation

Cosmin Anitescu

� Conceptualization

� Writing-review and editing

Elena Atroshchenko

� Conceptualization

� Writing-review and editing

Timon Rabczuk

� Conceptualization

� Supervision

� Mentoring the research progress

� Review of the manuscript before submission

An electronic copy of this publication is available at: https://doi.org/10.1016/j.jsv.2020.

115598

3.1 General
In this chapter, we consider axi-symmetric domains, where the three-dimensional problem is simplifed in

BEM from a surface integral to a combination of two 1D integrals. The frst is the line integral similar

to a two-dimensional BEM problem. The second integral is performed over the angle of revolution. The

discretization is applied only to the former integration. This leads to signifcant computational savings

and, consequently, better treatment for higher frequencies over the full three-dimensional models. We frst

validate the capability of IGABEM for axi-symmetric problems to handle high frequencies and verify it by

means of manufactured analytical solutions. Secondly, we show the performance of the proposed approach

in shape optimization problems by using a particle swarm optimization (PSO) method. Coupling PSO

with IGABEM in the optimization models benefts from the IGA feature of representing the three different

models: shape design, analysis and optimization models using a single set of control points. The proposed

method for the shape optimization of a horn is compared with reference solutions for BEM and FEM.
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3.2 Boundary integral equation for time harmonic problems
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Figure 3.1: An axi-symmetric body for the acoustic problem.

The axi-symmetric acoustic problem is defned as shown in fgure 3.1. The boundary value problem which

fulflls the Helmholtz equation is considered similar to that of the equations (2.1)-(2.4) in the previous

section 2.2. The Sommerfeld radiation condition at infnity for 3D problems is prescribed to prevent all
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possible refections of artifcial acoustic waves from the far-feld as follows:

lim
r!1

r

�
@u

@r
− iku

�
= 0; (3.1)

in which r refers to the distance from the origin.

The BVP is converted to the boundary integral equation (BIE) using the Green’s second identity [20]:

c(P)u(P) +

Z
Γ

@G(P;Q)

@n
u(Q)dΓ(Q) =

Z
Γ
G(P;Q)

@u(Q)

@n
dΓ(Q); P;Q;2 Γ; (3.2)

where G(P;Q) is the Green’s function representing the feld effect at the boundary point Q due to a source

at P in free space. c(P) is the jump-term [8]. The Green’s function for 3D problems is defned as [36]:

G(P;Q) =
e−ikr

4�r
; (3.3)

where r = jP −Qj. The reduced form of the boundary value problem in the domain Ω is represented by

the boundary integral equation (BIE) on Γ (eq.(3.2)). This satisfes automatically the Sommerfeld radia-

tion condition in eq.(3.1) which presents an advantage of BEM over FEM or other domain-type methods

providing truncation errors on the far-feld in such infnite domain problems. Furthermore, the problem

dimensionality is reduced since only the domain boundaries are discretized. Figure 3.1 sketches the pro-

posed three-dimensional problem solved by the surface integral of Helmholtz equation shown in eq.(3.2).

We assume that surface Γ is obtained from curve L rotated about x-axis. In order to save the computational

effort, the surface integral over Γ is converted to a combination of two integrals. The frst is a discretized line

integral over L similar to the two-dimensional BEM problems. The second integral is a simple polar integral

over the angle of revolution �. This is applied to a cylindrical coordinate system (x,�,�) with axi-symmetric

boundary conditions and constant boundary variables with respect to � [114]. Accordingly, eq.(3.2) can be

written in the following form:

c(P)u(P) +

Z
L

Z 2�

0

@G(P;Q)

@n
u(Q)d�(Q)�(Q)dL(Q) =Z

L

Z 2�

0
G(P;Q)

@u(Q)

@n
d�(Q)�(Q)dL(Q); P;Q 2 Γ:

(3.4)
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The integral in the left hand side is regular due to the existence of @r
@n(Q) inside @G(P;Q)

@n . This term can be

expressed with respect to the cylindrical coordinate system as follows:

@r

@n(Q)
=
xQ − xP

r
nx(Q) +

�Q − �P cos�

r
n�(Q); (3.5)

in which nx(Q) and n�(Q) are the cylindrical components of the unit normal n at Q written as follows:

(n1; n2; n3) = (nx; n� cos�; n� sin�); (3.6)

and

r =
q

(xQ − xP )2 + (�Q cos�Q − �P cos�P )2 + (�Q sin�Q − �P sin�P )2

=
q

(xQ − xP )2 + �2
Q + �2

P − 2 �Q �P cos�;

(3.7)

as � = �Q−�P where �P = 0 in all examples in this chapter. The integral in the right hand side is singular

when the collocation point coincides with the integrated element. This singularity needs special treatment.

In this chapter, the elliptical integration is used to remove the singularity by means of the following process.

Since all variables multiplied by G(P;Q) in the integral in the right hand side are constant with respect to

�, G(P;Q) is taken separately as follows:

Z 2�

0
G(P;Q) d�(Q) =

Z 2�

0

e−ikr

4�r
d�(Q) =

Z 2�

0

e−ikr − 1

4�r
d�(Q) +

Z 2�

0

1

4�r
d�(Q); (3.8)

in which the frst integral in the right hand side is regular while the last integral is singular. Then, a new

variable R2 is defned as:

R
2

= (xQ − xP )2 + (�Q + �P )2: (3.9)

Therefore, r is written as:

r =

q
R

2 − 2 �Q �P (1 + cos�): (3.10)
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Furthermore, the variable k
2

is introduced as:

k
2

=
4 �Q �P

R
2 : (3.11)

After that, the singular integral in the right hand side in eq.(3.8) is written in the following form:

Z 2�

0

1

4�r
d�(Q) =

Z 2�

0

1

4�

q
R

2 − 2 �Q �P (1 + cos�)

d�(Q)

=
1

4�R

Z 2�

0

1q
1− (k

2
=2)(1 + cos�)

d�(Q):

(3.12)

Using the following defnitions:

� = �=2; (3.13)

and

Ψ = �=2− � = �=2− �=2; (3.14)

yields the fnal regular form of this integral as:

Z 2�

0

1

4�r
d�(Q) =

1

�R

Z 2�

0

1q
1− k2

sin2 Ψ

dΨ =
1

�R
F (�=2; k); (3.15)

in which F (�=2; k) is the complete elliptic integral of the frst kind with modulus k. Hence, in this singu-

larity process treatment, point P can be a corner point where the continuity of the NURBS curve is C0.

3.3 NURBS basis functions

The description of the NURBS basis functions is considered similar to the previous section 2.3.

3.4 IGABEM for Helmholtz equation

The boundary variables are represented by the acoustic pressure and its normal derivative. The NURBS

shape functions discretize these boundary variables as follows:

u(�) =
nX
i=1

Ri;p(�)ui;
@u

@n
(�) =

nX
i=1

Ri;p(�)qi; (3.16)
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in which ui and qi are the associated control variables. After substituting eq.(3.16) is into eq.(3.2), evaluating

it at n collocation points �c and using a non-overlapping set of Ne elements given by knot spans [�i; �i+1] to

discretize the boundary, the following system is obtained [20]:

c(�c)
nX
i=1

uiRi;p(�c) +
NeX
l=1

nX
i=1

h Z 1

0

h Z 2�

0

@G(�c; �; �)

@n
d�
i
Ri;p(�)jJ l�j�(�)d�

i
ui =

NeX
l=1

nX
i=1

h Z 1

0

h Z 2�

0
G(�c; �; �)d�

i
Ri;p(�)jJ l�j�(�)d�

i
qi;

(3.17)

where jJ l�j is the Jacobian of transformation. This Jacobian is introduced at a local coordinate systemb� 2 [−1; 1] as:

J l�(
b�) =

dΓ

d�

d�

db� ; (3.18)

in which
dΓ

d�
=

s�dx
d�

�2
+
�dy
d�

�2
; (3.19)

and
d�

db� =
�i+1 − �i

2
: (3.20)

The fnal matrix form of eq.(3.17) is formulated as:

Hu = Gt; (3.21)

in which

Hci = c(�c)Ri;p(�c) +

Z 1

0

h Z 2�

0

@G(�c; �; �)

@n
d�
i
Ri;p(�)jJ�j�(�)d�;

Gci =

Z 1

0

h Z 2�

0
G(�c; �; �)d�

i
Ri;p(�)jJ�j�(�)d�;

(3.22)

and u and t are the vectors containing the ui and qi components respectively. Then, eq.(3.21) is re-arranged

into the linear system of equations:

Ax = b; (3.23)
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where matrix A includes the coeffcients in the matrices H and G corresponding to the unknown control

variables in eq.(3.17) arranged into vector x. The right hand-side vector b contains all assembled known

components. The collocation strategy introduced by the Greville abscissae at points b�g produced by the

formula [13]: b�g =
�g+1 + �g+2 + � � �+ �g+p

p
; g = 1; 2; � � � ; n− 1; (3.24)

is used. The total number of NURBS functions and control points are n, whilst the closed curves share both

the start and end points and consequently the Greville abscissae give only n − 1 collocation points. Thus,

the frst and last NURBS functions are summed together to unite the corresponding control points as one

control point. In relation to the used integration scheme by Gauss quadrature, 6 Gauss points with 4 uniform

sub-divisions for each knot span are used for each discretized line integral. The polar integration over the

angle of revolution is defned for each problem separately relative to the used frequency.

3.5 Description of the structural shape optimization problem

The coupled structural shape optimization problem with BEM using the Particle Swarm Optimization (PSO)

algorithm is considered as same as the previous section 2.6

3.6 Numerical results

Different numerical examples are discussed in order to illustrate the performance of the proposed approach

of IGABEM for axi-symmetric problems. The examples are divided into two parts. In the frst part, three

problems including the pulsating sphere problem, the scattering problem of spherical waves by a rigid sphere

and the plane wave scattering problem by a rigid sphere are analyzed with IGABEM against the analytical

solutions to verify the capability of the proposed approach. Then, the horn problem is presented and the

optimized shapes obtained using IGABEM with PSO are compared against already published optimized

shapes obtained from BEM and FEM using sensitivity analysis optimization methods and PSO.

3.6.1 Verifcation examples

In order to verify the proposed IGABEM algorithm that is used in the optimization process shown in the

next horn problem, the forthcoming three problems are studied.
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Figure 3.2: The pulsating sphere Problem.

3.6.1.1 The pulsating sphere problem

A sphere with a radius a = 0:5 m centered at the origin is considered. The sphere is subject to a constant

acoustic radial velocity vn = −1 m/s prescribed over its entire surface as shown in fgure 3.2. The problem

is solved by the application of the BIE eq.(3.17) with reference to eq.(2.3) in which the Neumann boundary

condition is defned as follows:
@u

@n
= i�!vn: (3.25)

Here, the angular frequency ! is related to the wavenumber k and the sound speed c by ! = kc. In this

chapter, the sphere is embedded in the air of density � = 1:2 kg/m3 where the sound speed is c = 343 m/s.

The analytical solution is defned by the following equation [37, 24]:

uex(r) =
a

r
vn�c

−ika
1− ika

eik(r−a); (3.26)

where r is the distance from the origin to the concerned point P.

Since the boundary condition is homogeneous along the boundary of the sphere, it is possible to investigate

the model performance for extremely high frequencies. Figure 3.3 explains the NURBS description with

polynomial degree p = 2 and the corresponding control points in terms of x- and y-coordinates with the

weight w in the form (x; y; w) used in the axi-symmetric model. As shown, only the upper half is modeled
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Figure 3.3: NURBS model for an axi-symmetric sphere.

with a symmetry line. The relative L2 error norm of numerical solution unum is written as follows:

eL2 �
jjuex − unumjj
jjuexjj

: (3.27)

Figure 3.4 shows the variation of eL2 as a function of degrees of freedom (DOFs) per wavelength along 200

equally spaced points on a circle outside the sphere with a radius of 0.75m for frequencies 100Hz, 10kHz

and 22kHz with wavenumbers k=1.83, 183.2 and 403 respectively. 50, 100 and 200 Gauss points are used

in the purpose of the polar integration over the angle of revolution for the three selected frequencies respec-

tively.

It can be shown the capability of IGABEM with an axi-symmetric model using moderate DOFs per wave-

length to handle such spherical problems especially for cases of very high frequencies. This supports the

proposed approach over the full 3D models with T-splines presented in [37] or with NURBS studied in [24]

which could analyze only much lower frequencies (maximum frequency was 1100Hz in [37] and 300Hz in

[24]). For further clarifcation to the performance of the proposed model, fgures 3.5,3.6,3.7 present the

contours of the acoustic pressure feld values in terms of the real and imaginary parts for IGABEM and the

analytical solution respectively with the corresponding absolute error. The models which employ only 3

DOFs/wavelength are used for the cases of higher frequencies of 10 and 22 kHz. In the case of the lowest

frequency of 100Hz, the coarse model containing only 2 refned points inside each knot span (13 DOF-

s/wavelength) is used. The acoustic pressure felds are calculated at points placed inside a circle domain

with a radius of 3m with a step size equals one-ffth of the wavelength for the higher frequency cases while a

larger step size is used only due to smooth visualization reasons in the lowest frequency case. It can be seen
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Figure 3.4: L2 error norm for the pulsating sphere problem for different frequencies.

that, the analytical and numerical solutions are in excellent agreement except some errors at the horizontal

symmetry line next to the sphere sides.

3.6.1.2 The scattering problem of spherical waves by a rigid sphere

The similar sphere with a radius a = 0:5 m centered at the origin - discussed in the previous section - is

considered in this example again. This sphere is rigid (@u@n = 0). The boundary conditions are defned by an

incident spherical wave produced from a sound source located outside the sphere at a point on the symmetry

axis as shown in fgure 3.8. The coordinate of this point is S = (1:50; 0; 0). The incident wave is written as

follows:

uinc =
e−ikjS−Pj

4�jS−Pj
; (3.28)

in which jS − Pj denotes the distance between the points S and P. The total acoustic pressure fulflls

u = usc + uinc where usc is the solution of the BIE eq.(3.17). This yields the following form:

c(�c)

nX
i=1

uiRi;p(�c) +

NeX
l=1

nX
i=1

h Z 1

0

h Z 2�

0

@G(�c; �; �)

@n
d�
i
Ri;p(�)jJ l�j�(�)d�

i
ui =

e−ikjS−Pj

4�jS−Pj
: (3.29)

The analytical solution of the total acoustic pressure is defned by the following equation [115, 116, 117]:
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(a) IGABEM - Real part (b) Analytical solution - Real part

(c) IGABEM - Imaginary part (d) Analytical solution - Imaginary part

(e) Absolute error

Figure 3.5: Acoustic pressure feld values for the pulsating sphere problem for frequency of 100Hz.
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(a) IGABEM - Real part (b) Analytical solution - Real part

(c) IGABEM - Imaginary part (d) Analytical solution - Imaginary part

(e) Absolute error

Figure 3.6: Acoustic pressure feld values for the pulsating sphere problem for frequency of 10kHz.
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(a) IGABEM - Real part (b) Analytical solution - Real part

(c) IGABEM - Imaginary part (d) Analytical solution - Imaginary part

(e) Absolute error

Figure 3.7: Acoustic pressure feld values for the pulsating sphere problem for frequency of 22kHz.
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Figure 3.8: The scattering problem of spherical waves by a rigid sphere.

uex(r; �) =
eikjS−Pj

4�jS−Pj
− ik

4�

1X
m=0

(2m+ 1)
j
0
m(ka)

h0
m(ka)

hm(kRs)hm(kr)Pm(cos�); r � a; (3.30)

where r is the distance from the origin to the concerned point P, Rs denotes the distance from the origin to

the source point S and � is the angle between the axes of two points S and P as shown in fgure 3.8. Pm

is is the Legendre polynomial of order m. hm and jm are the spherical Hankel and Bessel functions of the

frst kind, respectively of order m. (0) refers to the derivative with respect to its argument.

We refer again to fgure 3.3 for the proposed axi-symmetric model with NURBS using polynomial degree

p = 2. The sphere is embedded in the air of density � = 1:2 kg/m3 where the sound speed is c = 343 m/s.

The relative L2 error norm is similar to eq.(3.27).

Similar to the analysis performed in the previous section, fgure 3.9 shows the variation of eL2 as a func-

tion of DOFs per wavelength along 200 equally spaced points on a circle outside the sphere with a radius

of 0.75m. Due to heterogeneity of the boundary conditions, fner meshes are required for the cases of ex-

tremely high frequencies. Therefore, the maximum frequency of 22kHz - used in the previous example - is

slightly reduced to 20kHz with wavenumber k = 366:4 to get acceptable results with the already prescribed

discretization. For the numerical evaluation of the polar integrals over the angle of revolution for the three

selected frequencies, 50, 100 and 200 Gauss points are used, respectively. The order m of the Legendre

polynomial and its corresponding spherical Hankel and Bessel functions in eq.(3.30) is sensitive to the fre-

quency (wavenumber). Therefore, for the purpose of convergence, orders of 10, 100 and 200 are chosen for
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the three studied frequencies respectively.

As concluded in the previous section, the proposed approach is feasible for treating much higher frequencies
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Frequency = 100 Hz
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Figure 3.9: L2 error norm for scattering problem of spherical waves by a rigid sphere.

using a reasonable number of DOFs per wavelength. The contours of acoustic pressure feld values in terms

of the real and imaginary parts for IGABEM and the analytical solution respectively with the corresponding

absolute error for this problem are similar to the previous example and presented in fgures 3.10,3.11,3.12.

4.5 DOFs/wavelength are used for the higher frequency cases of 10 and 20 kHz. In the case of the lowest

frequency of 100Hz, the coarse model containing only 2 refned points inside each knot span (13 DOF-

s/wavelength) is used. The previous scheme of the points - placed inside a circle domain with a radius of 3m

to calculate the acoustic variables - is preserved. The previous conclusion also holds here as IGABEM is in

excellent agreement with the analytical solution. Some errors are noticeable at the horizontal symmetry line

next to the sphere sides. The location of the sound source point can be noticed from the fgures where the

maximum sound is produced around it and increases directly with relative to higher frequencies.

3.6.1.3 Plane wave scattering by a rigid sphere

Consider again the rigid sphere of the previous section with a radius a = 0:5 m centered at the origin and

embedded in the air of density � = 1:2 kg/m3 where the sound speed is c = 343 m/s. The boundary
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(a) IGABEM - Real part (b) Analytical solution - Real part

(c) IGABEM - Imaginary part (d) Analytical solution - Imaginary part

(e) Absolute error

Figure 3.10: Acoustic pressure feld values for the scattering problem of spherical waves by a rigid sphere
for frequency of 100Hz.
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(a) IGABEM - Real part (b) Analytical solution - Real part

(c) IGABEM - Imaginary part (d) Analytical solution - Imaginary part

(e) Absolute error

Figure 3.11: Acoustic pressure feld values for the scattering problem of spherical waves by a rigid sphere
for frequency of 10kHz.
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(a) IGABEM - Real part (b) Analytical solution - Real part

(c) IGABEM - Imaginary part (d) Analytical solution - Imaginary part

(e) Absolute error

Figure 3.12: Acoustic pressure feld values for the scattering problem of spherical waves by a rigid sphere
for frequency of 20kHz.
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Figure 3.13: Plane wave scattering problem by a rigid sphere.

conditions are defned by an incident plane wave written as follows:

uinc = Ae−ikd�q; (3.31)

in whichA denotes the wave amplitude, jdj = 1 is the wavevector in the direction d and q = fXP;YP;ZPg

is the coordinates of the concerned point P. In this example, the incident wave moves from the positive side

of the symmetry axis as d = f1; 0; 0g with a unit amplitude A = 1 (see fgure 3.13). With reference to the

total acoustic pressure discussed in eq.(3.29) and with introducing the incident plane wave in eq.(3.31) to

eq.(3.17), this yields:

c(�c)
nX
i=1

uiRi;p(�c) +
NeX
l=1

nX
i=1

h Z 1

0

h Z 2�

0

@G(�c; �; �)

@n
d�
i
Ri;p(�)jJ l�j�(�)d�

i
ui = Ae−ikd�q: (3.32)

The analytical solution of the total acoustic pressure - presented in [118, 119, 31] - is defned by the

following equation including the functions and polynomials defned previously in eq.(3.30):

uex(r; �) = Aeikd�q −
1X
m=0

im(2m+ 1)
j
0
m(ka)

h0
m(ka)

hm(kr)Pm(cos�) ; r � a; (3.33)

in which � in this equation denotes the angle between the axis of the incident wave (symmetry axis) and the

axis containing the point P from the origin as shown in fgure 3.13. The description of the isogeometric

model is similar to fgure 3.3. The relative L2 error norm follows eq.(3.27). The procedures of studying the
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the variation of eL2 as a function of DOFs per wavelength is performed here in fgure 3.14 following the

previous section. The obtained accuracy from this problem coincides with the previous example studying

the spherical wave problem. This is considered as another validation of the proposed method to address

extremely higher frequencies over the full 3D models in [37] or [24]. The contours of acoustic pressure
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Frequency = 20 kHz

Figure 3.14: L2 error norm for the plane wave scattering problem by a rigid sphere.

feld values are demonstrated in fgures 3.15, 3.16, 3.17 following the previous section. Since the behaviour

of the plane wave is different than those of the previous sections, the acoustic pressure felds are calculated at

points placed inside a square domain of 6m length centered in the origin. The step size between these points

is one-ffth of the wavelength for the higher frequency cases. For the case of the lowest frequency, larger

step size is used due to smooth visualization reasons. It can be concluded that, IGABEM gives excellent

values verifed by the analytical solution except some errors at the horizontal symmetry line next to the

sphere sides. It can also be noticed clearly the direction of the incident plane waves - that moves from the

positive side of the symmetry line - for the cases of higher frequencies where the produced sound fades in

this side.
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(a) IGABEM - Real part (b) Analytical solution - Real part

(c) IGABEM - Imaginary part (d) Analytical solution - Imaginary part

(e) Absolute error

Figure 3.15: Acoustic pressure feld values for the plane wave scattering problem by a rigid sphere for
frequency of 100Hz.
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(a) IGABEM - Real part (b) Analytical solution - Real part

(c) IGABEM - Imaginary part (d) Analytical solution - Imaginary part

(e) Absolute error

Figure 3.16: Acoustic pressure feld values for the plane wave scattering problem by a rigid sphere for
frequency of 10kHz.
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(a) IGABEM - Real part (b) Analytical solution - Real part

(c) IGABEM - Imaginary part (d) Analytical solution - Imaginary part

(e) Absolute error

Figure 3.17: Acoustic pressure feld values for the plane wave scattering problem by a rigid sphere for
frequency of 20kHz.
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Figure 3.18: The horn problem domain.

3.6.2 Shape optimization analysis for the acoustic horn problem

The main objective of this shape optimization problem is to design the acoustic horn providing an effcient

transmission of the incoming wave energy and robust distribution of this energy to the far feld. The horn

problem was previously studied in planar symmetry as a 2D problem in many researches using FEM with

the topology optimization [120, 121], and the sensitivity analysis [64, 113]. Sensitivity analysis was also

employed with cut-FEM in [122]. Gradient-free optimization methods were implemented for such problems

using FEM with genetic algorithm [112] and using BEM with PSO [20]. The concerned study in this

section is the horn problem with cylindrical symmetry in an infnite domain as a 3D axi-symmetric model

for practical frequency values. In this chapter, the axi-symmetric model is coupled with PSO. This problem

was previously studied by FEM with PSO [70]. Sensitivity analysis was coupled with FEM in [113], with

discontinuous Galerkin method in [123] and with standard BEM in [36].

Consider the horn shown in fgure 3.18, the horn inlet for the in-going wave is denoted by Γin. Γrigid refers

to the rest of the horn rigid boundary. Due to the axial-symmetry of the problem along Γsym:, only the part

shown in the fgure is modelled.

The boundary value problem is written as follows:

∆u+ k2u = 0 in Ω; (3.34)

@u

@n
+ iku = 2ikAm on Γin; (3.35)

@u

@n
= 0 on Γrigid [ Γsym: ; (3.36)
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in which Am refers to the amplitude of the incident wave in-going on Γin. The BIE eq.(3.2) is re-written to

match the prescribed boundary conditions as follows:

c(P)u(P) +

Z
Γ

@G(P;Q)

@n
u(Q)dΓ(Q) + ik

Z
Γin

G(P;Q)u(Q)dΓ(Q)+

= 2ikAm

Z
Γin

G(P;Q)dΓ(Q);P;Q 2 Γ:

(3.37)

With reference to the discretization using the NURBS shape functions, eq.(3.17) and eq.(3.37) can be rewrit-

ten as the following:

c(�c)

nX
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h Z 2�
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d�
i
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i
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NeinX
k=1

njX
j=1

h Z 1
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h Z 2�

0
G(�c; �; �)d�

i
Rj;p(�)jJk� j�(�)d�

i
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= 2ikAm

NeinX
k=1

h Z 1

0

h Z 2�

0
G(�c; �; �)d�

i
(�)jJk� j�(�)d�

i
;

(3.38)

in which Nein is the number of knot spans along the horn inlet Γin and nj is the number of NURBS basis

functions inside the horn inlet Γin.

The wave refection coeffcientR = Bm=Am on Γin is minimized to fulfll the optimization problem, where

Bm = juin − Amj is the refected wave amplitude and uin is the computed acoustic pressure along Γin.

Since there is no constraint function in this optimization case, the ftness function defned in eq.(2.28) can

be written in the form in eq.(3.39):

Fitness = F (x) = minR: (3.39)

The optimization is applied to the red portion of the horn boundary shown in fgure 3.18. The x and y

coordinates of the control points are considered as the design variables. The initial position of the design

control points in addition to their upper and lower bounds are presented in fgure 3.19.

The dimensions of the horn boundaries are chosen as follows: the inlet radius is 5cm. This radius is constant

for a length of 50cm. Then, a faring of length 50cm is introduced as shown in fgure 3.18 with a varying

radius from 5cm to 30cm. 2.5cm are set as the horn thickness with an amplitudeAm = 1 and the polynomial
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Figure 3.19: Arrangement of control points along the optimized part of the horn problem.

degree p = 2. 20 Gauss points are used in the purpose of the polar integration over the angle of revolution.

The differences between the proposed approach and the previous analysis performed in chapter 2 analyzing

the horn problem with planar symmetry are summarized as follows:

1. In the current study, only the boundary of horn is modelled without the need to defne any absorbing

boundary conditions at infnity. This automatically satisfes the Sommerfeld radiation condition in eq.(3.1)

and reduces the total degrees of freedom of the problem.

2. The presented model is simplifed to an axi-symmetric three-dimensional problem with the 3D Green’s

function [36].

3. Singularities appear in eq.(3.38) in all integrals containing G(P;Q) along the the horn inlet Γin when

the collocation points belong to the integrated element. These singularities are removed using the elliptical

integration described in section 3.2.

4. The computed acoustic pressure along Γin in the current problem is defned as uin = 2
a2

R
Γin

�udΓ in

which � is the distance from the cylindrical axis of symmetry [113, 36, 70].

3.6.2.1 Validation example using the initial shape of the horn

In order to illustrate the validity of the proposed technique, fgure 3.20 presents the refection spectrum of

the initial shape shown in fgure 3.18 using IGABEM compared to the same spectrum presented in [36]

67



200 400 600 800 1;000
0

0:2

0:4

0:6

0:8

1

frequency (Hz)

re
fe

ct
io

n

IGABEM - Cylindrical Symmetry
Ref.[36] - Cylindrical Symmetry
Section 2.7.3 - Planar Symmetry

Figure 3.20: Refection Spectra of the initial shape.

using BEM with the simple form of polynomial shape functions. Both spectra consider the horn problem

with cylindrical symmetry. In addition, the spectrum considering the horn problem with planar symmetry

presented in section 2.7.3 is included in the comparison. It can be seen that, the obtained spectrum from the

proposed technique using only 128 NURBS Basis Functions is in excellent agreement with that obtained

from [36] using 452 elements.

Furthermore, it is clear that, the refection values obtained from the cylindrical horn are higher than those

obtained from the planar horn. However, these higher values are more realistic since the actual/practical

body of the horn is modelled in the axi-symmetric problem and no assumptions/approximations are con-

sidered in contrast to what is performed in the planar symmetry problem. This consequently prevents any

misleading results in the optimization process.

In the following optimization cases, the obtained results from the proposed approach are presented in com-

parison with those reported in [113, 36, 70] which studied the cylindrical horn problem with axi-symmetric

modeling as well. Sensitivity analysis with standard BEM using the simple form of polynomial shape func-

tions was implemented in [36]. In [70], the same problem was solved using smoothing Hermite polynomials

with fnite element method (FEM) and PSO, while in [113], sensitivity analysis with FEM was performed.

Both [70] and [113] used FEM with truncated boundaries in the far-feld so that they required exaggerated

degrees of freedom to model the infnite domain.
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Figure 3.21: Optimized horn parts for frequency of 550 Hz.

3.6.2.2 Optimization for different single frequencies

Figure 3.21 demonstrates the optimized shape for a single frequency of 550 Hz with sound speed 345 m/s

and wavenumber k=10.01667 using one control point (i.e. 2 design variables). This shape is compared to

that obtained from [70]. Note that, in [70] the boundary was optimized using 3 design variables dividing the

optimized part into 2 equal spans.

With reference again to fgure 3.22, another comparison is presented against the optimized shapes obtained

from [113] for single frequencies of 400, 600, 800 and 1000 Hz with wavenumber k=7.28485, 10.92728,

14.56971 and 18.21213, respectively using 59 design variables.

Figure 3.23 shows the variation of the refection coeffcient R during the optimization process. Figure

3.24 presents the refection spectra for the initial and optimized horn shapes. The full description of the

comparative models are shown in table 3.1.

3.6.2.3 Optimization for frequency band from 350 to 450 Hz

Another approach is presented in the following study to illustrate the performance of the proposed approach

using 4 design variables (i.e. 2 control points) for different frequency bands from !1 to !2. Three schemes

are used to compute the objective function values:

Scheme 1 is to minimize the average objective function of the refection R:

Π = min
1

!2 − !1

Z !2

!1

R d!: (3.40)
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Figure 3.22: Optimized horn parts for different single frequencies.
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Figure 3.23: The refection values vs the number of iterations for different single frequencies.

This function is integrated using only 4 Gauss quadrature points.

Scheme 2 is to compute the summation objective function of the refection R for each frequency f :

Π = min c
X
f2F
jRf j2; (3.41)
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Figure 3.24: Refection spectra for the optimized horns for different single frequencies.

Ref.[70] Ref.[113] IGABEM
Frequency=400 Hz Number of Design Variables - 59 2

N2 - Number of Consecutive Iterations for PSO - - 20
kh/p along the Optimized Part - 0.09 0.14
Number of Elements/Wavelength along the Optimized Part - 34.5 23.14
Max. Element Size along the Optimized Part (m) - 0.025 0.037
Total DOFs - 24304 128 NURBS Basis Functions

Frequency=550 Hz Number of Design Variables 3 - 2
N2 - Number of Consecutive Iterations for PSO 20 - 20
kh/p along the Optimized Part 0.13 - 0.19
Number of Elements/Wavelength along the Optimized Part 25.1 - 16.8
Max. Element Size along the Optimized Part (m) 0.025 - 0.037
Total DOFs - - 128 NURBS Basis Functions

Frequency=600 Hz Number of Design Variables - 59 2
N2 - Number of Consecutive Iterations for PSO - - 20
kh/p along the Optimized Part - 0.14 0.20
Number of Elements/Wavelength along the Optimized Part - 23 15.40
Max. Element Size along the Optimized Part (m) - 0.025 0.037
Total DOFs - 24304 128 NURBS Basis Functions

Frequency=800 Hz Number of Design Variables - 59 2
N2 - Number of Consecutive Iterations for PSO - - 20
kh/p along the Optimized Part - 0.18 0.20
Number of Elements/Wavelength along the Optimized Part - 17.25 15.40
Max. Element Size along the Optimized Part (m) - 0.025 0.028
Total DOFs - 24304 168 NURBS Basis Functions

Frequency=1000 Hz Number of Design Variables - 59 2
N2 - Number of Consecutive Iterations for PSO - - 20
kh/p along the Optimized Part - 0.23 0.25
Number of Elements/Wavelength along the Optimized Part - 13.8 12.3
Max. Element Size along the Optimized Part (m) - 0.025 0.028
Total DOFs - 24304 168 NURBS Basis Functions

Table 3.1: Comparative models for the horn problem for different single frequencies.
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Figure 3.25: Optimized horn parts for frequency band from 350 to 450 Hz.

in which c is a chosen constant and F is the set of frequency band from !1 to !2 divided to 4 frequencies.

Scheme 3 is similar to Scheme 2, but the frequency band is divided to 10 frequencies.

Figure 3.25 demonstrates the optimized shape for a frequency band from 350 to 450 Hz compared to that

obtained from [70] optimized using 15 design variables. The proposed shape is optimized using scheme 1

with 4 frequencies inside the frequency band while 11 frequencies are used in [70] with the same objective

function scheme. It can be seen that, both shapes are in excellent agreement.

Figure 3.26 presents the variation of the objective function during the optimization process while fgure

Ref.[70] IGABEM
Average Objective Function 1.37x10E-2 1.19x10E-2
Number of Design Variables 15 4
Number of frequencies inside the the frequency band 11 4
Number of Iterations 200 100
N2 - Number of Consecutive Iterations for PSO 10 20
kh/p along the Optimized Part 0.1 0.076
Number of Elements/Wavelength along the Optimized Part 30.7 41.14
Max. Element Size along the Optimized Part (m) 0.025 0.0186
Total DOFs - 143 NURBS Basis Functions

Table 3.2: Comparative models for the horn problem for frequency band from 350 to 450 Hz.

3.27 shows the refection spectra for the initial and optimized horn shapes. The full description of the

comparative models are shown in table 3.2.
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Figure 3.26: Convergence of the objective function in terms of the number of iterations for frequency band
from 350 to 450 Hz.
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Figure 3.27: Refection spectra for the initial and optimized horns for frequency band from 350 to 450 Hz.

3.6.2.4 Optimization for frequency band from 350 to 1150 Hz

In this case, the optimized shapes for a frequency band from 350 to 1150 Hz are compared to that obtained

from [113] as shown in fgure 3.28. In the proposed approach, the three prescribed schemes for computing
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Figure 3.28: Optimized horn parts for frequency band from 350 to 1150 Hz.

the minimum objective function are used while Scheme 2 is used in [113] but with 31 frequencies inside the

frequency band. The constant c in schemes 2 and 3 is chosen as 0.5 similarly to [113]. It can be seen that,

all shapes are in excellent agreement which validates using only 4 frequencies inside the frequency band in

schemes 1 and 2.
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Figure 3.29: Convergence of the objective function in terms of the number of iterations for frequency band
from 350 to 1150 Hz.

Figure 3.29 shows the variation of the objective function during the optimization processes while fgure
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Figure 3.30: Refection spectra for the initial and optimized horn for frequency band from 350 to 1150 Hz.

Ref.[113] IGABEM
Number of Design Variables 59 4
N2 - Number of Consecutive Iterations for PSO - 20
kh/p along the Optimized Part for max. Frequency 0.26 0.2
Number of Elements/Wavelength along the Optimized Part for max. Frequency 12 16.1
Max. Element Size along the Optimized Part (m) 0.025 0.0186
Total DOFs 24304 143 NURBS Basis Functions

Table 3.3: Comparative models for the horn problem for frequency band from 350 to 1150 Hz.

3.30 illustrates the refection spectra for the initial and optimized horn shapes. The full description of the

comparative models are shown in table 3.3.

3.6.2.5 Optimization for frequency band from 523 to 880 Hz

The optimized shapes for a frequency band from 523 to 880 Hz are studied in this case and compared

to that obtained from [36] using BEM with 452 degrees of freedom of the simple form of polynomial

shape functions as shown in fgure 3.31. Similar to the previous section, the three prescribed schemes for

computing the minimum objective function are used while Scheme 2 is used in [36] using 10 frequencies

inside the frequency band. The constant c in schemes 2 and 3 is chosen as c=1, similarly to [36]. In

this optimization case, the solution is not unique and different optimal geometries can be obtained. The
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Figure 3.31: Optimized horn parts for frequency band from 523 to 880 Hz.

presented shapes are those giving minimum values of objective function. This conclusion is similar to what

obtained from [113, 36, 70]. From fgure 3.31 it can be seen that, the three proposed schemes give the same

shapes. This validates both of schemes 1 and 2 which use only 4 frequencies inside the frequency band.

The proposed shapes are in a good agreement with that obtained from the reference. The variation of the

10 20 30 40 50

10−3

10−2

10−1

100

number of iterations

ob
je

ct
iv

e
fu

nc
tio

n

IGABEM - Scheme 1
IGABEM - Scheme 2
IGABEM - Scheme 3

Figure 3.32: Convergence of the objective function in terms of the number of iterations for frequency band
from 523 to 880 Hz.

objective function during the optimization processes is presented in fgure 3.32 and the refection spectra for

the initial and optimized horn shapes are shown in fgure 3.33. The full description of the model is shown

in table 3.4.
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Figure 3.33: Refection spectra for the initial and optimized horn for frequency band from 523 to 880 Hz.

IGABEM
Number of Design Variables 4
N2 - Number of Consecutive Iterations for PSO 20
kh/p along the Optimized Part for max. Frequency 0.15
Number of Elements/Wavelength along the Optimized Part for max. Frequency 21
Max. Element Size along the Optimized Part (m) 0.0186
Total DOFs 143 NURBS Basis Functions

Table 3.4: Model description for the horn problem for frequency band from 523 to 880 Hz.

3.6.2.6 Optimization for frequency band from 622 to 1046 Hz

Similar to the optimization case discussed in section 3.6.2.5 compared to that obtained from [36], the fre-

quency band from 622 to 1046 Hz is studied in this section as shown in fgure 3.34. The proposed approach

minimizes the objective function with the previous three prescribed schemes while Scheme 2 is used in

[36] using 10 frequencies inside the frequency band. The constant c in schemes 2 and 3 is set equal to 1.

Since the solution is not unique in this case as well and different optimal geometries can be obtained, only

the shapes giving minimum values of objective function are presented. These shapes are typical as shown

in fgure 3.34 and are close to that obtained from the reference. Figure 3.35 presents the variation of the

objective function during the optimization processes and the refection spectra for the initial and optimized

77



Figure 3.34: Optimized horn parts for frequency band from 622 to 1046 Hz.

horn shapes are shown in fgure 3.36. The full description of the model is shown in table 3.5.
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Figure 3.35: Convergence of the objective function in terms of the number of iterations for frequency band
from 622 to 1046 Hz.

IGABEM
Number of Design Variables 4
N2 - Number of Consecutive Iterations for PSO 40
kh/p along the Optimized Part for max. Frequency 0.18
Number of Elements/Wavelength along the Optimized Part for max. Frequency 17.7
Max. Element Size along the Optimized Part (m) 0.0186
Total DOFs 143 NURBS Basis Functions

Table 3.5: Model description for the horn problem for frequency band from 622 to 1046 Hz.
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Figure 3.36: Refection spectra for the initial and optimized horn for frequency band from 622 to 1046 Hz.

3.7 Summary

A 3D axi-symmetric Helmholtz acoustic problem is solved in this chapter by coupling the isogeometric anal-

ysis (IGA) and the boundary element method (IGABEM). Due to the axial symmetry, surface integration in

the boundary integral equation (BIE) can be split into the line integral and reduced integration in the angular

direction. This enables us to reduce dimensionality of the BIE to 1D (i.e. only the line BIE is descretised),

resulting in signifcant computational savings and therefore, for the same computational capabilities, the

proposed approach can be applied to much higher frequencies in comparison to a full 3D IGABEM.

Three numerical examples with a variety of frequencies were analysed for the spherical problems. The per-

formance of IGABEM for axi-symmetric models was verifed with the analytical solutions showing better

capabilities for handling extremely high frequencies compared to the already published 3D models.

Axi-symmetric IGABEM was subsequently paired with the PSO for shape optimization. The advantage of

using IGA in the optimization problem is to utilize the NURBS functions to represent the three different

models: shape design, analysis and optimization models, using a set of control points representing also con-

trol variables and optimization parameters for the three models respectively making the transition through
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the three models easy and straightforward.

Generally, since PSO does not require any sensitivity analysis, it is considered simpler to implement than

the gradient-based optimization methods, but has a higher computational cost.

Then, different numerical examples considering several optimization cases of the horn problem with cylin-

drical symmetry were studied and the obtained results were compared with previously published methods.

It was demonstrated that, the results of the present approach using fewer degrees of freedoms were in very

good agreement with the previously published results. Minimization of the objective function regarding the

frequency band cases using either summation or averaging methods with only 4 frequencies showed superior

effciency.
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Chapter 4

Structural shape optimization with

IGABEM for fully three-dimensional

problem

based on the paper ’3D isogeometric boundary element analysis and structural shape optimization for

Helmholtz acoustic scattering problems’ published in CMAME, where the contribution of each author is

summarized as follows:

Ahmed Mostafa Shaaban

� Conceptualization

� Research state of the art

� Investigation

� Formal analysis

� Methodology

� Software / Programming

� Data curation

� Data analysis

� Validation

� Visualization
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� Writing-original draft preparation

Cosmin Anitescu

� Conceptualization

� Writing-review and editing

Elena Atroshchenko

� Conceptualization

� Writing-review and editing

Timon Rabczuk

� Conceptualization

� Supervision

� Mentoring the research progress

� Review of the manuscript before submission

An electronic copy of this publication is available at: https://doi.org/10.1016/j.cma.2021.

113950

4.1 General
The capability of boundary element methods (BEM) for solving three-dimensional time harmonic Helmholtz

acoustic scattering problems is presented in the framework of the isogeometric analysis (IGA). Both the

CAD geometry and the physical boundary variables are approximated using Non-uniform Rational B-splines

basis functions (NURBS) in an isogeometric setting. A detailed comparison between two BEM methods:

the conventional boundary integral equation (CBIE) and Burton-Miller (BM) is provided including the com-

putational cost. The proposed models are enhanced with a modifed collocation scheme with offsets to

Greville abscissae to avoid placing collocation points at the corners. Placing collocation points on smooth

surface enables accurate evaluation of normals for BM formulation in addition to straightforward predic-

tion of jump-terms and avoids singularities in O(1=r) integrals eliminating the need for polar integration.

Furthermore, no additional special treatment is required for the hyper-singular integral while collocating on

highly distorted elements, such as those containing sphere poles.
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Acoustic shape optimization in different mediums (air and water) is performed with Particle Swarm Opti-

mization (PSO) and the results are compared with the benchmark solutions from the literature. The reference

solutions are obtained with BM which deals with higher order singularities and gradient-based optimization,

and requires more complicated sensitivity analysis. The obtained results indicate that, CBIE with PSO is a

feasible alternative (except for a small number of fctitious frequencies) which is easier to implement.

4.2 Formulation of BEM for Helmholtz time harmonic equation

Sound Scatterer

Ω

Γv

Γr

Γp
n

uinc

X

Z
Y

Figure 4.1: The exterior infnite 3D acoustic problem.

The exterior infnite three dimensional domain Ω for an acoustic problem is occupied by an isotropic homo-

geneous medium as shown in fgure 4.1. The boundary value problem which fulflls the Helmholtz equation

is considered similar to that of the equations (2.1)-(2.4) in the previous section 2.2. On the scatterer boundary

Γ, a unit normal vector n is defned pointing outward of Ω. Since this chapter concerns exterior problems,

the direction of the vector n is pointing inside the scatterer.

Further to studying such cases of infnite domains, all potential refections of spurious acoustic waves from

the far-feld at infnity must be truncated by the Sommerfeld radiation condition according to the formula:
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lim
r!1

r

�
@u

@r
− iku

�
= 0; (4.1)

where the distance from the origin is denoted by r.

The BVP with the application of the Green’s second identity is transformed into the reduced form of the

conventional boundary integral equation (CBIE) giving the fnal form [20, 21]:

c(p)u(p) +

Z
Γ

@G(p;q)

@n(q)
u(q)dΓ(q) =

Z
Γ
G(p;q)

@u(q)

@n(q)
dΓ(q) + uinc(p); p;q 2 Γ; (4.2)

in which G(p;q) refers to the Green’s second identity representing the effect of a boundary point q on a

free space source point p. uinc(p) denotes the incident acoustic pressure. c(p) indicates the jump-term

which depends on the location of the source point p. c(p) equals 0.5 when the source point lies on a smooth

surface, 0 when it is located outside the domain or 1 for any point inside the domain [8].

In some cases of exterior acoustic problems, fctitious eigenfrequencies appear due to the non-uniqueness

of the numerical solution when using CBIE alone. Therefore, the Burton-Miller (BM) formulation is em-

ployed to overcome this problem, in which two boundary integral equations are merged together forming

the following equation [38]:

CBIE + �HBIE = 0; (4.3)

where CBIE denotes the conventional boundary integral equation. � is the coupling parameter which is

chosen as � = i
k according to [124]. HBIE refers to the hyper-singular boundary integral equation which is

formulated by the differentiation of CBIE with respect to the normal n(p) at the source point p giving the

following equation:

c(p)
@u(p)

@n(p)
+

Z
Γ

@2G(p;q)

@n(q)@n(p)
u(q)dΓ(q) =

Z
Γ

@G(p;q)

@n(p)

@u(q)

@n(q)
dΓ(q) +

@uinc(p)

@n(p)
; p;q 2 Γ: (4.4)

The Green’s second identity corresponding to the Helmholtz equation for 3D problems is formulated as

[124]:
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G(p;q) =
eikr

4�r
; (4.5)

in which r = jp− qj. The derivatives of the Green’s second identity can be written as follows:

@G(p;q)

@n(q)
= − eikr

4�r2
(1− ikr) @r

@n(q)
; (4.6)

@G(p;q)

@n(p)
= − eikr

4�r2
(1− ikr) @r

@n(p)
; (4.7)

@2G(p;q)

@n(q)@n(p)
=

eikr

4�r3

h
(3− 3ikr − k2r2)

@r

@n(q)

@r

@n(p)
+ (1− ikr)n(p) � n(q)

i
; (4.8)

in which

@r

@n(q)
=

x(q)− x(p)

r
n(q); (4.9)

@r

@n(p)
= −x(q)− x(p)

r
n(p); (4.10)

where x = fx; y; zg is the coordinates of the concerned point either p or q. The kernel in eq.(4.5) has a

singularity of order O(1=r). The kernels in both equations (4.6) and (4.7) involve a singularity of order

O(1=r2). However, due to the existence of @r
@n , the singularity order is reduced to O(1=r). A method for

treating this singularity is presented in section 4.3. Due to the presence of the hyper-singular term n(p)�n(q)
4�r3

after expanding the kernel in eq.(4.8) into series while r −! 0, a hyper-singularity of order O(1=r3) appears

under the integral and requires special treatment when the collocation point is in the integrated element.

The hyper-singularity in this case is removed using the singularity subtraction technique (SST) following

[40]. Due to the existence of @r
@n(q)

@r
@n(p) , the rest of kernels in eq.(4.8) are either regular or singular of order

O(1=r) similar to the kernels in equations (4.6) and (4.7).

The incident acoustic pressure considered in this chapter is written as:
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uinc(p) = Aeik d�x(p); (4.11)

where A denotes the wave amplitude which is taken as 1.0. jdj = 1 refers to the wavevector in the direction

d. x(p) = fx; y; zg is the coordinates of point p. The normal derivative of the incident acoustic pressure is

formulated as follows:

@uinc(p)

@n(p)
= ik d � n(p) uinc(p): (4.12)

Domain-type numerical methods (such as FEM) have to defne another truncation surface on the far-feld to

fulfll the Sommerfeld radiation condition in eq.(4.1). However, both CBIE and BM automatically satisfy

this condition without any need to defne such surfaces.

4.3 NURBS basis functions and collocation

In one-dimensional parametric space � 2 [0; 1], the non-uniform rational B-spline functions (NURBS) can

be written by means of the B-splines on a knot vector with a non-decreasing set of real numbers as follows:

Ξ = f�1 = 0; � � � ; �i; � � � ; �n+p+1 = 1g, in which i refers to the knot index and n indicates the number

of basis functions. As described in [10, 108], the ith B-spline basis function of pth -degree Ni;p(�) in a

recursive form is introduced as follows:

Ni;0(�) =

(
1 �i � � < �i+1;

0 otherwise ;
(4.13)

and for p � 1

Ni;p(�) =
� − �i
�i+p − �i

Ni;p−1(�) +
�i+p+1 − �
�i+p+1 − �i+1

Ni+1;p−1(�): (4.14)

The continuity of the B-spline basis function at �i is Cp−k where k is the multiplicity. The continuity can

be decreased by repeating the knot until it reaches C0 when k = p. Discontinuity C−1 is obtained when the

knots have multiplicity of k = p+ 1.

The previous defnitions can be extended into two-dimensional parametric space(�; �) 2 [0; 1] � [0; 1].
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Thus, two knot vectors are defned as follows: Ξ = f�1 = 0; � � � ; �i; � � � ; �n+p+1 = 1g and Υ = f�1 =

0; � � � ; �j ; � � � ; �m+q+1 = 1g. The corresponding NURBS basis can be written in terms of the tensor product

of 2D B-spline basis functions Ni;p(�) and Nj;q(�) as:

Rij(�; �) =
Ni;p(�)Nj;q(�)wij

nP
i=1

mP
j=1

Ni;p(�)Nj;q(�)wij

; (4.15)

where wij is the weight associated with the control point Pij . The parameterization of the NURBS surface

is then:

S(�; �) =

nX
i=1

mX
j=1

Rij(�; �)Pij : (4.16)

Thus, the physical boundary variables are defned as the acoustic pressure u(�; �) and its normal derivative

@u
@n(�; �). These variables are approximated with NURBS basis functions as follows:

u(�; �) =
nX
i=1

mX
j=1

Rij(�; �)uij ;
@u

@n
(�; �) =

nX
i=1

mX
j=1

Rij(�; �)qij ; (4.17)

in which uij and qij are the associated control variables.

The collocation strategy of the Greville abscissae presented in [13] is introduced here as well to generate

the collocation points b�a and b�b for the two parametric spaces according to the formulas:

b�a =
�a+1 + �a+2 + � � �+ �a+p

p
; a = 1; 2; � � � ; n;

b�b =
�b+1 + �b+2 + � � �+ �b+q

q
; b = 1; 2; � � � ;m;

(4.18)

producing n�m total collocation points which is equal to the total number of unknown control variables.

In this chapter, the discontinuous basis functions with corresponding discontinuous physical boundary vari-

ables are implemented, whereverC0 is encountered, by increasing the multiplicity of the corresponding knot

in the knot vector and repeating the control point as well [41]. Thus, a discontinuity C−1 is obtained. With

reference to the Greville abscissae in eq.(4.18) repeating the knot vector introduces repeated collocation

point and this leads to a repeated equation in the linear system. In order to separate the two overlaid points

and introduce another equation, an offset � between the original and shifted points is defned following the
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Figure 4.2: The offsets � between the original points in blue and the shifted points in red.

formulas: b�a = b�a + �(b�a+1 − b�a); andb�a = b�a − �(b�a − b�a−1); 0 < � < 1:
(4.19)

These offsets are applied to the frst and last collocation points in the knot vector as well. Figure 4.2

explains the offsets between the original and shifted collocation points with the corresponding transition

from C0 to C−1 for an example with two knot vectors: Ξ = f0; 0; 0; 1=3; 2=3; 2=3; 1; 1; 1g and Υ =

f0; 0; 0; 1=3; 2=3; 2=3; 1; 1; 1g for the continuous element converted to Ξ = f0; 0; 0; 1=3; 2=3; 2=3; 2=3; 1; 1; 1g

and Υ = f0; 0; 0; 1=3; 2=3; 2=3; 2=3; 1; 1; 1g for the discontinuous element. The two NURBS polynomials

are of degree 2.

As discussed in the previous section, HBIE requires the normal n(p) at the collocation/source point p. But

at sharp corners the normals are discontinuous. Moreover, when a collocation/source point is laid on either

�i or �i+1 sharing more than one element, that causes integration problem for the hyper-singular kernel since

an integrated term appears that cannot be cancelled unlike the Cauchy Principle Value in the treatment of
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the singular integral of order O(1=r) [125]. The offset � is considered as a key solution for this dilemma

and the discontinuous basis functions allow the total DOFs to be equal to the total number of equations in

the linear system without any loss of accuracy. These discontinuous basis functions can handle properly the

discontinuous normal derivative of the acoustic pressure defned on the scatterers. Another advantage of the

proposed offsets appears in the integration of the singular kernels of order O(1=r) in equations ((4.5)-(4.8))

as they can be treated as regular integrals since the collocation point b�a is laid neither on �i nor �i+1. In

addition, all collocation points are located on smooth surfaces, so that the jump-term c(p) would equal 0.5

without any need for complex angle calculations at sharp corners. However, this offset has a drawback as it

produces nearly singular integration for the kernel in eq.(4.8) over the neighbor element to the collocation

point in BM. This could be overcome by an adaptive integration with more Gauss quadrature points only for

the neighbor elements.

As a conclusion, the offset � should be chosen not to be so large so the accuracy would be reduced, nor so

small so a nearly singular integral would occur over the neighbor element to the collocation point. In this

thesis, the offset � is taken as 0.5 giving the best accuracy in the discussed examples. It is worth noting that,

BM with the proposed discontinuous basis functions could produce satisfactory results using only NURBS

polynomial of degree 2. The parameterization of the NURBS surface, the physical boundary variables and

its normal derivative in eq.(4.17) and (4.16) can be re-written for each element as follows [15]:

S(�; �) =

NX
A=1

RA(�; �)PA;

u(�; �) =

NX
A=1

RA(�; �)uA;

@u

@n
(�; �) =

NX
A=1

RA(�; �)qA;

(4.20)

where N = (p+ 1)� (q+ 1) is the total number of NURBS basis functions for an element, PA, uA and qA

are the associated control variables after mapping the local indices ij to the global index A.

Both CBIE and HBIE can be re-written after substituting eq.(4.20) into eq.(4.2) and eq.(4.4) at n � m

collocation points (�c; �c) over a set of non-overlapping elements Ne discretizing the scatterer boundary to
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give the following system of equations respectively:

c(�c; �c)
NX
A=1

RA(�c; �c)uA +
NeX
e=1

NX
A=1

h Z �e1+1

�e1

Z �e2+1

�e2

@G(p(�c; �c);q(�; �))

@n(�; �)
RA(�; �)jJe(�; �)jd�d�

i
uA =

NeX
e=1

NX
A=1

h Z �e1+1

�e1

Z �e2+1

�e2

G(p(�c; �c);q(�; �))RA(�; �)jJe(�; �)jd�d�
i
qA + uinc(�c; �c);

(4.21)

and

c(�c; �c)
NX
A=1

RA(�c; �c)qA +
NeX
e=1

NX
A=1

h Z �e1+1

�e1

Z �e2+1

�e2

@2G(p(�c; �c);q(�; �))

@n(�; �)@n(�c; �c)
RA(�; �)jJe(�; �)jd�d�

i
uA =

NeX
e=1

NX
A=1

h Z �e1+1

�e1

Z �e2+1

�e2

@G(p(�c; �c);q(�; �))

@n(�c; �c)
RA(�; �)jJe(�; �)jd�d�

i
qA +

@uinc(�c; �c)

@n(�c; �c)
;

(4.22)

where [�e1 ; �e1+1] � [�e2 ; �e2+1] is the eth NURBS element in the parametric space and jJe(�; �)j is the

Jacobian from the physical to parametric space. e1 and e2 refer to the knot indices corresponding to the eth

NURBS element for the frst and second knot vectors, respectively. However, the numerical integration is

implemented in the parent space [−1; 1] � [−1; 1]. Thus, the Jacobian can be written at a local point (�; �)

in the parent space as follows:

Je� (�; �) =
dS

d�

d�

d�
+
dS

d�

d�

d�
; (4.23)

in which dS
d� and dS

d� are obtained from eq.(4.20), and

d�

d�
=
�e1+1 − �e1

2
;

d�

d�
=
�e2+1 − �e2

2
:

(4.24)
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The NURBS transformation for an integration point (�; �) in the parent space [−1; 1] � [−1; 1] to a global

point (�; �) in the parametric space is introduced as follows:

� =
(�e1+1 − �e1)� + (�e1+1 + �e1)

2
;

� =
(�e2+1 − �e2)� + (�e2+1 + �e2)

2
:

(4.25)

With reference to eq. (4.21), CBIE has the matrix form:

Hu = Gt + uinc; (4.26)

where

Hci = c(�c; �c)RA(�c; �c) +

Z �e1+1

�e1

Z �e2+1

�e2

@G(p(�c; �c);q(�; �))

@n(�; �)
RA(�; �)jJe(�; �)jd�d�; (4.27)

and

Gci =

Z �e1+1

�e1

Z �e2+1

�e2

G(p(�c; �c);q(�; �))RA(�; �)jJe(�; �)jd�d�: (4.28)

The previous matrix form can be written for BM using both equations (4.21) and (4.22) with the coupling

parameter � = i
k as follows:

H̃u = G̃t + uinc + �
@uinc
@n

; (4.29)

where

H̃ci = c(�c; �c)RA(�c; �c) +

Z �e1+1

�e1

Z �e2+1

�e2

�
@G(p(�c; �c);q(�; �))

@n(�; �)
+

�
@2G(p(�c; �c);q(�; �))

@n(�; �)@n(�c; �c)

�
RA(�; �)jJe(�; �)jd�d�;

(4.30)

and

G̃ci =

Z �e1+1

�e1

Z �e2+1

�e2

�
G(p(�c; �c);q(�; �))+

�
@G(p(�c; �c);q(�; �))

@n(�c; �c)

�
RA(�; �)jJe(�; �)jd�d� − �c(�c; �c)RA(�c; �c); (4.31)
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where u, t, uinc and @uinc
@n refer to the vectors including the uA, qA, uinc and @uinc

@n components respectively.

Conclusively, eq.(4.26) or eq.(4.29) can be re-ordered into the linear system of equations:

Ax = b; (4.32)

in which matrix A includes all entries of matrices H (or H̃) and G (or G̃) corresponding to the unknown

control variables in CBIE or BM arranged in the vector x, while the known components are placed in vector

b.

4.4 Numerical integration

4.4.1 Regular and Nearly Singular Integration

The integration schemes performed for each proposed boundary element method in this chapter are de-

scribed as follows:

a) For CBIE models: Each knot span/interval [�e1 ; �e1+1] or [�e2 ; �e2+1] is divided into 4 uniform sub-

divisions resulting in 16 sub-divisions for [�e1 ; �e1+1] � [�e2 ; �e2+1]. Since CBIE contains only regular

integrals as discussed in sections 4.2 and 4.3, the integration is performed over each sub-division using 6

� 6 Gauss quadrature points. No adaptive integration is performed for the integration over the neighbor

elements to the collocation point.

b) For BM models: The uniform sub-divisions are implemented here as well similar to the previous inte-

gration. 6 � 6 Gauss quadrature points are implemented for all regular integrals over each sub-division.

Where the collocation point is subject to the transition procedures from C0 to C−1 explained in section 4.3,

a nearly singular integral appears over the neighbor elements to the collocation point. In order to overcome

it, the singular part in the kernel of eq.(4.8) is extracted. Then, an adaptive integration using 20 � 20 Gauss

quadrature points over each sub-division is implemented only for the integration of this part. The extraction

of the singular part is explained in detail in the next subsection. Finally, the rest of the kernel is integrated

using the regular integration scheme similar to regular integrals.

It is worth noting that, the numerical accuracy has been extensively investigated with relative to the inte-

gration Gauss quadrature points in both [24] and [26] where it was found out that, the relative error frst

decreased dramatically before it converged as the quadrature points increased, leading to a similar conclu-
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sion suggesting using the proposed number of quadrature points.

4.4.2 Singularity Subtraction Technique for Hyper-singular Integration

In this section, the singularity subtraction technique (SST) proposed in [40] is discussed in detail with the

associated integration scheme to overcome the hyper-singular integral of order O(1=r3) for the kernel in

eq.(4.8) when the collocation points are inside the integrated elements in BM models.

By expanding the kernel in eq.(4.8) into series for r −! 0, it can be found that, the whole kernel is regular

except the hyper-singular term n(p)�n(q)
4�r3

. Thus, the following integral extracted from eq.(4.30):

I =

Z �e1+1

�e1

Z �e2+1

�e2

�
@2G(p(�c; �c);q(�; �))

@n(�; �)@n(�c; �c)
RA(�; �)jJe(�; �)jd�d�; (4.33)

can be re-written in the form:

I = �

Z �e1+1

�e1

Z �e2+1

�e2

�
@2G(p(�c; �c);q(�; �))

@n(�; �)@n(�c; �c)
− n(p) � n(q)

4�r3

�
RA(�; �)jJe(�; �)jd�d�+

�

Z �e1+1

�e1

Z �e2+1

�e2

n(p) � n(q)

4�r3
RA(�; �)jJe(�; �)jd�d� = I1 + I2;

(4.34)

in which I1 is a regular integral and can be obtained by the ordinary Gauss quadrature integration scheme

explained in the previous subsection for regular integrals, while I2 is a hyper-singular integral of order

O(1=r3). In order to remove this hyper-singularity, the integration is implemented in a polar coordinate

system (�; �) centered at the collocation/source point (�c; �c) introduced in the parent space [−1; 1]�[−1; 1].

For quadrature, the parent domain is divided into four triangles sharing the collocation/source point (�c; �c)

as shown in fgure 4.3. Each feld point (�; �) in the sub-triangles can be written in the parent space as

follows:

� = �c + � cos �;

� = �c + � sin �;

(4.35)

and the transformation from the polar domain to the parent domain is:

d�d� = �d�d�; (4.36)
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Figure 4.3: Polar coordinate systems in the parent space for SST.

so that, the integral I2 is re-written as follows:

I2 = � lim
�−!0

Z 2�

0

Z b�(�)

�(�;�)

n(p) � n(q)

4�r3
RA(�; �)jJe(�; �)j@�

@�

@�

@�
�d�d�: (4.37)

Hence, b�(�) = h= cos � where h is the shortest perpendicular length from the collocation/source point to

the element edge and � is the angle from the perpendicular direction to the feld point. A small hemisphere

of radius � is built around the source point. When � −! 0, �(�; �) can be written with respect to � by Taylor

series expansion as follows:

� = �(�; �) = ��(�) + �2
(�) +O(�3); (4.38)

as ��(�) is an ellipse equation. The defnitions of 
(�) and �(�) will be introduced later. The components

of the integral I2 are expanded separately as follows:

1

r3
=

1

A3(�)�3
− 3C(�)

A5(�)�2
+O(

1

�
); (4.39)
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in which

A(�) = [A2
1(�) +A2

2(�) +A2
3(�)]1=2;

B(�) = [B2
1(�) +B2

2(�) +B2
3(�)]1=2;

C(�) = A1(�)B1(�) +A2(�)B2(�) +A3(�)B3(�): (4.40)

Moreover,

Ai(�) =
@xi

@�

�����=�c
�=�c

cos(�) +
@xi
@�

�����=�c
�=�c

sin(�);

Bi(�) =
@2xi

@�
2

�����=�c
�=�c

cos2(�)

2
+
@2xi

@�@�

�����=�c
�=�c

cos(�) sin(�) +
@2xi
@�2

�����=�c
�=�c

sin2(�)

2
; (4.41)

where

@xi

@�
=
@xi
@�

@�

@�
;

@xi
@�

=
@xi
@�

@�

@�
;

@2xi

@�
2 =

@2xi
@�2

�
@�

@�

�2

;

@2xi
@�2 =

@2xi
@�2

�
@�

@�

�2

;

@2xi

@�@�
=

@2xi
@�@�

@�

@�

@�

@�
; (4.42)
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and

xi =
NX
A=1

RA(�; �)xAi ;

@xi
@�

=
NX
A=1

@RA(�; �)

@�
xAi ;

@xi
@�

=
NX
A=1

@RA(�; �)

@�
xAi ;

@2xi
@�2

=
NX
A=1

@2RA(�; �)

@�2
xAi ;

@2xi
@�2

=
NX
A=1

@2RA(�; �)

@�2
xAi ;

@2xi
@�@�

=
NX
A=1

@2RA(�; �)

@�@�
xAi ; (4.43)

in which xAi is the associated control variables.

The NURBS basis functions are expanded as follows:

RA(�; �) = RA(�c; �c) + �

�
cos(�)

@RA

@�

�����=�c
�=�c

+ sin(�)
@RA
@�

�����=�c
�=�c

�
+O(�2) = R0

A + �R1
A(�) +O(�2);

(4.44)

in which

@RA

@�
=
@RA
@�

@�

@�
;

@RA
@�

=
@RA
@�

@�

@�
:

(4.45)

The normal vector at a feld point q(�; �) can be expressed as:

n(�; �) =
Ji(�; �)

jJe(�; �)j
; (4.46)
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where Ji(�; �) are the components of the vector

J(�; �) = m1 �m2 =

�
@x1

@�
;
@x2

@�
;
@x3

@�

�
�
�
@x1

@�
;
@x2

@�
;
@x3

@�

�
=�

@x2

@�

@x3

@�
− @x3

@�

@x2

@�
;
@x3

@�

@x1

@�
− @x1

@�

@x3

@�
;
@x1

@�

@x2

@�
− @x2

@�

@x1

@�

�
;

(4.47)

in which m1 and m2 are the two tangential vectors along � and � directions respectively. The expansion of

the kernel n(p) � n(q)jJe(�; �)j can be written as:

n(p) � n(q)jJe(�; �)j = n(�c; �c) � n(�; �)jJe(�; �)j = n(�c; �c) � Ji(�; �) =

n(�c; �c) � Ji(�c; �c) + �n(�c; �c) �
�

cos(�)
@Ji

@�

�����=�c
�=�c

+ sin(�)
@Ji
@�

�����=�c
�=�c

�
+O(�2)

= J0
i + �J1

i (�) +O(�2); (4.48)

in which

@Ji

@�
=
@Ji
@�

@�

@�
;

@Ji
@�

=
@Ji
@�

@�

@�
:

(4.49)

The integral I2 in eq.(4.37) can be re-written after the explained expansions as follows:

I2 =
�

4�
lim
�−!0

Z 2�

0

Z b�(�)

�(�;�)

�
1

A3(�)�3
− 3C(�)

A5(�)�2
+O(

1

�
)

��
R0
A + �R1

A(�) +O(�2)

�
�
J0
i + �J1

i (�) +O(�2)

�
@�

@�

@�

@�
�d�d� =

�

4�
lim
�−!0

Z 2�

0

Z b�(�)

�(�;�)

�
R0
AJ

0
i

A3(�)�2
+
R0
AJ

1
i +R1

AJ
0
i

A3(�)�
−

3CR0
AJ

0
i

A5(�)�
+O(1)

�
@�

@�

@�

@�
d�d� =

�

4�
lim
�−!0

Z 2�

0

Z b�(�)

�(�;�)

�
F−2(�)

�2
+
F−1(�)

�
+O(1)

�
@�

@�

@�

@�
d�d�; (4.50)
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where

F−1(�) =
R0
AJ

1
i +R1

AJ
0
i

A3(�)
−

3CR0
AJ

0
i

A5(�)
; (4.51)

F−2(�) =
R0
AJ

0
i

A3(�)
: (4.52)

After that, the singular two terms are subtracted from the original integral I2 in eq.(4.37) giving the regular

integral Ireg:

Ireg =
�

4�

Z 2�

0

Z b�(�)

0

�
n(p) � n(q)

r3
RA(�; �)jJe(�; �)j�− F−2(�)

�2
− F−1(�)

�

�
@�

@�

@�

@�
d�d�; (4.53)

which is integrated numerically using ordinary Gauss quadrature. Then, the two subtracted terms are

summed again after an analytical integration with respect to � giving the following fnal forms:

Ianalytical1 =
�

4�
lim
�−!0

Z 2�

0

Z b�(�)

�(�;�)

F−2(�)

�2

@�

@�

@�

@�
d�d� =

�

4�

Z 2�

0
F−2(�)

�
− 
(�)

�2(�)
− 1b�(�)

�
@�

@�

@�

@�
d�;

(4.54)

and

Ianalytical2 =
�

4�
lim
�−!0

Z 2�

0

Z b�(�)

�(�;�)

F−1(�)

�

@�

@�

@�

@�
d�d� =

�

4�

Z 2�

0
F−1(�) ln

���� b�(�)

�(�)

����@�@� @�@�d�; (4.55)

where

�(�) =
1

A(�)
;


(�) =
−C(�)

A4(�)
; (4.56)

so that,

I2 = Ireg + Ianalytical1 + Ianalytical2 : (4.57)
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The integration with respect to � is performed numerically for both Ianalytical1 and Ianalytical2 . We refer

to [40] for the evaluation of the analytical solution and any further details. The numerical integration with

respect to � is performed using 20 Gauss quadrature points for each sub-triangle while 40 points are used

for the integration with respect to �.

4.5 Description of the structural shape optimization problem
The coupled structural shape optimization problem with BEM using the Particle Swarm Optimization (PSO)

algorithm is considered as same as the previous section 2.6. In this chapter, the sound pressure in selected

locations inside the problem domain is minimized relative to the minimum objective function:

F (x) = min ufuf ; (4.58)

in which uf refers to the sound pressure vector at the defned locations, uf indicates the complex conjugate

vector of uf . Moreover, the volume of the optimized scatterer is restricted not to exceed a constraint volume

defned in each problem separately and is calculated as follows:

Volume =

Z
Ω
dΩ =

1

3

neX
e=1

Z 1

0

Z 1

0
x � nJe(�; �)d�d�: (4.59)

Thus, the ftness function can be re-written as follows:

Fitness = F (x) + � �max[(Updated Volume− Constraint Volume); 0]: (4.60)

A fowchart explaining the different steps of the optimization algorithm with references to the corresponding

equations is presented in fgure 4.4.

4.6 Numerical results
In order to examine the performance of the proposed techniques for 3D problems, several numerical exam-

ples are solved. The frst example presents an isogeometric analysis with both CBIE and BM against the

analytical solution using the plane wave scattering problem by a rigid sphere showing the potential of the

proposed approach. Then, different optimization problems are studied and the optimized shapes obtained

from both CBIE and BM coupled with PSO are compared against the already published optimized shapes
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Figure 4.4: Flowchart showing the different steps of the optimization algorithm.
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Figure 4.5: Plane wave scattering problem by a rigid sphere.

produced by BEM with shape sensitivity analysis.

4.6.1 Isogeometric analysis with CBIE and BM

In this section the plane wave scattering problem by a rigid sphere is discussed and validated by comparison

with the analytical solution in order to verify the proposed techniques utilized in the optimization problems.

Consider a rigid sphere (@u@n = 0) centered at the origin with a radius a = 1:0 m embedded in air with density

� = 1:2 kg/m3 and sound speed c = 343 m/s.

With reference to the incident acoustic pressure mentioned in eq.(4.11), the incident wave transfers from

the positive side of x-axis as d = f1; 0; 0g. Then, the analytical solution of the total acoustic pressure

[118, 119, 31] can be written as follows:

uex(r; �) = Aeik d�x(p) −
1X
m=0

im(2m+ 1)
j
0
m(ka)

h0
m(ka)

hm(kr)Pm(cos�) ; r � a; (4.61)

in which r refers to the distance from the origin to the concerned point P and � indicates the angle between

the direction of the incident wave and the axis linking the point P with the origin as shown in fgure 4.5. hm

and jm are the spherical Hankel and Bessel functions of the frst kind, respectively of order m. Pm is the

Legendre polynomial of orderm. The derivative with respect to its argument is denoted by (0). m is taken as

10 in this example which is suffcient for the purpose of studying the convergence for the used frequencies

in this chapter.

The NURBS polynomial degree is considered as 2 for each knot direction to model the sphere with the cor-
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Figure 4.6: NURBS model and control points grid for the 3D sphere.

responding control points explained in fgure 4.6. The two knot vectors in the two dimensions are defned as

follows: Ξ = f0; 0; 0; 0:5; 0:5; 1; 1; 1g and Υ = f0; 0; 0; 0:25; 0:25; 0:5; 0:5; 0:75; 0:75; 1; 1; 1g. To verify

the proposed numerical solution against the exact analytical solution, two schemes are studied:

1- On-Surface Relative L2 Error Norm (eL2)

Since the main objective of the boundary element methods is to fnd the accurate solution frst on the sur-

face/boundary of the domain (which is the spherical scatterer in this case), the relative L2 error norm of

numerical solution unum is checked on the surface of the sphere using the following formula:

eL2 �
jjuex − unumjj
jjuexjj

=

sR
Γ (unum − uex)T (unum − uex)dΓR

Γ u
exTuexdΓ

; (4.62)

in which the integration is performed using 6 Gauss quadrature points for each knot span.

2- Off-Surface Relative Error (eD)

With respect to the optimization problem where the sound pressure values inside the domain and away from

the scatterer have more attention, the relative error eD is examined along N = 200 uniformly spaced points
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on a circle in the X-Y plane at Z=0 inside the domain with a radius of 1.50m centered in the sphere origin

according to the following:

eD �
jjuex − unumjj
jjuexjj

=

vuuuuuut
NP
i=1

(unumi − uexi )T (unumi − uexi )

NP
i=1

uexi
Tuexi

: (4.63)

In the BEM solution, it is found that usually the produced errors from the Off-Surface scheme are less than

those got from the On-Surface scheme due to the smooth integration away from the collocation point in the

case of the Off-Surface scheme.

It is worth noting that, the elements containing the sphere poles are highly distorted triangle elements which

are modelled by NURBS quadrangular elements with a collapsed edge. Special treatments are performed

in [15, 23] to overcome the produced nearly singularity in the � direction when using SST for the hyper-

singular integral while collocating on the pole. However, in this thesis the application of the offsets to the

collocation points with the integration scheme - explained in sections 4.3 and 4.4 - is suffcient and gives

more accurate results.

Figure 4.7 illustrates the variation of the relative errors (eL2 and eD) as a function of the total degrees of

freedom (DOFs) for both On- and Off-Surface schemes for some different frequencies: 50, 100, 150, 200,

250 and 300 Hz with wavenumbers k=0.92, 1.83, 2.75, 3.66, 4.58 and 5.50 respectively. These values are

chosen since the same range of frequencies is used in the forthcoming optimization problems as well. Figure

4.8 demonstrates the compiled On-Surface plots showing the accuracy variation with higher frequencies

using the same total DOFs while the compiled Off-Surface plots are presented in fgure 4.9. As a function

of moderate DOFs per wavelength in each coordinate direction (for each knot vector), the variation of the

relative error is re-plotted in fgure 4.10 where it can be concluded that, almost the same accuracy can

be obtained using the same DOFs/wavelength for all frequency cases. This can be seen as well in fgure

4.11 where the relative error is plotted in terms of different frequencies using 16 DOFs/wavelength for

each coordinate direction. Figure 4.11 also demonstrates the fctitious eigenfrequency problem in which

using CBIE at frequencies of 171.5 and 343 Hz with wavenumbers k=� and 2� respectively shows clear

instabilities. In contrast, BM is stable for all frequencies.
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(a) Frequency = 50 Hz
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(b) Frequency = 100 Hz
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(c) Frequency = 150 Hz
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(d) Frequency = 200 Hz
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(e) Frequency = 250 Hz
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(f) Frequency = 300 Hz

Figure 4.7: Relative error for different frequencies in terms of total DOFs.

104



0 200 400 600 800 1;000 1;200
10−4

10−3

10−2

10−1

100

Total DOFs

e L
2

BM - 50 Hz

CBIE - 50 Hz

BM - 100 Hz

CBIE - 100 Hz

BM - 150 Hz

CBIE - 150 Hz

BM - 200 Hz

CBIE - 200 Hz

BM - 250 Hz

CBIE - 250 Hz

BM - 300 Hz

CBIE - 300 Hz

Figure 4.8: Compiled On-Surface plots for L2 error norm (eL2) for different frequencies.

0 200 400 600 800 1;000 1;200
10−5

10−4

10−3

10−2

10−1

100

Total DOFs

e D

BM - 50 Hz

CBIE - 50 Hz

BM - 100 Hz

CBIE - 100 Hz

BM - 150 Hz

CBIE - 150 Hz

BM - 200 Hz

CBIE - 200 Hz

BM - 250 Hz

CBIE - 250 Hz

BM - 300 Hz

CBIE - 300 Hz

Figure 4.9: Compiled Off-Surface plots for relative error (eD) for different frequencies.
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(c) Frequency = 150 Hz
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(d) Frequency = 200 Hz
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(e) Frequency = 250 Hz
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Figure 4.10: Relative error for different frequencies in terms of DOFs per wavelength in each coordinate
direction.
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Figure 4.11: Relative error for different frequencies using 16 DOFs/wavelength for each coordinate direc-
tion.

These results show the effciency of the proposed techniques for handling such acoustic problems with

satisfactory accuracy using relatively few DOFs and Gauss quadrature points. Several research works have

solved the same sphere problem either using T-splines with regularization integration scheme in [37] or

using NURBS with different integration schemes in [24, 22, 25] giving almost the same accuracy which

supports the proposed approach. In the absence of fctitious eigenfrequencies as this example, it is worth

noting that, although BM gives satisfactory results, CBIE using the same DOFs gives more accurate results

since it does not include any singular integral. This conclusion was derived as well in [26] using more

NURBS with an adaptive integration scheme.

To further verify the effectiveness of the proposed techniques, surface and domain values in the X-Y plane

at Z=0 in terms of the real and imaginary parts in addition to the absolute error for both CBIE and BM

methods with relative to the analytical solution of eq.(4.61) are presented in fgures 4.12-4.23 for the same

frequencies: 50, 100, 150, 200, 250, 300 Hz. The total DOFs utilized to model the spherical scatterer for the

prescribed frequencies are chosen as 128, 200, 288, 392, 512 and 648 respectively for each proposed method.

Since both CBIE and BM produce almost the same values, the real and imaginary parts are presented once

for simplicity in addition to the absolute error for each method. It can be concluded that, both CBIE and
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(a) Real Part (b) Imaginary Part (c) CBIE - Absolute Error (d) BM - Absolute Error

Figure 4.12: Surface values for frequency of 50Hz.

(a) Real Part (b) Imaginary Part (c) CBIE - Absolute Error (d) BM - Absolute Error

Figure 4.13: Domain values in the x-y plane at z=0 for frequency of 50Hz.

BM are in excellent agreement with the analytical solution avoiding the few errors appearing in the axi-

symmetric model of [21] along the symmetry line in the direction of the incident wave. The advantage of

CBIE over BM to produce less errors is applicable in these examples as well.

Another comparison between CBIE and BM is presented in fgure 4.24 in terms of the total DOFs versus

the CPU time used to calculate the relative error eL2 . The numerical analysis is implemented using Intel

Fortran Compiler (Beta) supporting Fortran 95 and the parallelization features of OpenMP 4.5. It can be

seen that, CBIE models are faster than those of BM. This is due to less integration effort in CBIE rather than

BM. It is mentioned in [24] that, due to the recursion functions which are employed to predict NURBS basis

functions, IGA BEM models consume more time than the conventional BEM. Nevertheless, IGA models

are capable to produce higher accuracy using the same DOFs.

4.6.2 Shape optimization analysis for the plane wave scattering problem by a rigid sphere

In this section, the PSO algorithm is checked on the plane wave scattering problem by a rigid sphere to

minimize the sound pressure on some chosen feld points. The same rigid sphere studied in section 4.6.1

with its properties and the embedding medium is considered in this analysis as well. Only the direction of
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(a) Real Part (b) Imaginary Part (c) CBIE - Absolute Error (d) BM - Absolute Error

Figure 4.14: Surface values for frequency of 100Hz.

(a) Real Part (b) Imaginary Part (c) CBIE - Absolute Error (d) BM - Absolute Error

Figure 4.15: Domain values in the x-y plane at z=0 for frequency of 100Hz.

(a) Real Part (b) Imaginary Part (c) CBIE - Absolute Error (d) BM - Absolute Error

Figure 4.16: Surface values for frequency of 150Hz.

(a) Real Part (b) Imaginary Part (c) CBIE - Absolute Error (d) BM - Absolute Error

Figure 4.17: Domain values in the x-y plane at z=0 for frequency of 150Hz.
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(a) Real Part (b) Imaginary Part (c) CBIE - Absolute Error (d) BM - Absolute Error

Figure 4.18: Surface values for frequency of 200Hz.

(a) Real Part (b) Imaginary Part (c) CBIE - Absolute Error (d) BM - Absolute Error

Figure 4.19: Domain values in the x-y plane at z=0 for frequency of 200Hz.

(a) Real Part (b) Imaginary Part (c) CBIE - Absolute Error (d) BM - Absolute Error

Figure 4.20: Surface values for frequency of 250Hz.

(a) Real Part (b) Imaginary Part (c) CBIE - Absolute Error (d) BM - Absolute Error

Figure 4.21: Domain values in the x-y plane at z=0 for frequency of 250Hz.
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(a) Real Part (b) Imaginary Part (c) CBIE - Absolute Error (d) BM - Absolute Error

Figure 4.22: Surface values for frequency of 300Hz.

(a) Real Part (b) Imaginary Part (c) CBIE - Absolute Error (d) BM - Absolute Error

Figure 4.23: Domain values in the x-y plane at z=0 for frequency of 300Hz.
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Figure 4.24: CPU time used to calculate the relative error eL2 .

the incident wave following eq.(4.11) has been changed, so that the incident wave would transfer from the

positive side of y-axis as d = f0; 1; 0g. The nine control points defning the NURBS model of the sphere in

the x-y plane with y= -1m (Points P1-P9 shown in fgure 4.6) are set as design variables for the optimization
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process. Only the y-coordinate of these nine control points / design variables is free to change during the

optimization process between the range of -0.5m to -1.5m with an initial value of -1m. The the spherical

scatterer has a constraint volume during the optimization iterations not to exceed the 4:22m3. The objective

function in eq.(4.58) is calculated along equally spaced 21 points located inside the line connecting the two

points f0; 2;−1g and f0; 2; 1g.

Figure 4.25 presents the initial shape in addition to the optimized shapes obtained by both CBIE and BM

with PSO for a frequency of 100 Hz (k=1.83) compared to the optimized shape produced by [24] using BM

with sensitivity analysis. It can be shown that, all shapes are almost the same. For all comparative data, we

refer to table 4.1 where BM requires more DOFs than CBIE for convergence purpose. The BM model in

[24] required almost the same DOFs similar to the proposed approach. Although the isogeometric analysis

discussed in the previous section for the same rigid sphere problem shows satisfactory accuracy using BM

with 200 DOFs for the same case of frequency, 288 DOFs are used in the optimization problem. The reason

of this difference is that, PSO algorithm initiates random non-smooth shapes and these shapes are enhanced

until the minimum ftness function is obtained. The integration over the non-smooth surfaces of these initial

shapes needs more refned meshes.

Figures 4.26 and 4.27 clarify the convergences of both the ftness function (eq.(4.60)) and the volume

(eq.(4.59)) during the optimization process respectively.

CBIE BM Ref.[24]
Number of Design Variables 9 9 9
Total DOFs (NURBS Basis Functions) 200 288 266
N2 - Number of Consecutive Iterations for PSO 60 60 -

Optimized Design Variables - y-coordinates for points:
P1
P2
P3
P4
P5
P6
P7
P8
P9

-0.50
-0.50
-0.50
-0.84
-1.50
-0.82
-0.50
-0.50
-0.50

-0.50
-0.50
-0.50
-0.89
-1.50
-0.76
-0.50
-0.50
-0.50

-0.50
-0.50
-0.50
-0.83
-1.50
-0.83
-0.50
-0.50
-0.50

Table 4.1: Comparative data of the rigid sphere problem for a frequency of 100 Hz.
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(a) Initial Shape
(b) Optimized Shape - CBIE

(c) Optimized Shape - BM (d) Optimized Shape - Ref. [24]

Figure 4.25: Initial and optimized shapes of the rigid sphere for a frequency of 100 Hz.
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Figure 4.26: Convergence of the ftness function in terms of the number of iterations for the rigid sphere
problem for a frequency of 100 Hz.
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Figure 4.27: Convergence of the volume in terms of the number of iterations for the rigid sphere problem
for a frequency of 100 Hz.
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4.6.3 Shape optimization analysis for the plane wave scattering problem by a rigid vase

Another example is presented in this section discussing the validity of the PSO algorithm for shape optimiza-

tion analysis. The initial confguration is a rigid vase shown in fgure 4.28, which was previously studied in

[24]. The vase is embedded in the air medium with density � = 1:2 kg/m3 and sound speed c = 343 m/s.

Further to the isogeometric model for the initial vase shape, a NURBS polynomial of degree 2 is considered

for each knot direction with the control points explained in fgure 4.29 and the following corresponding two

knot vectors: Ξ = f0; 0; 0; 1=12; 2=12; 3=12; 4=12; 5=12; 6=12; 7=12; 8=12; 9=12; 10=12; 11=12; 1; 1; 1g and

Υ = f0; 0; 0; 0:25; 0:25; 0:5; 0:5; 0:75; 0:75; 1; 1; 1g.

The direction of the incident wave of eq.(4.11) is given by d = f0; 1; 0g. Moreover, fgure 4.29 illus-

trates the seven control points (P1-P7) which are set as design variables for the optimization analysis. The

z-coordinate only of the seven control points / design variables is allowed for a free transition during the op-

timization analysis between the range of 3.7m to 4.4m with an initial value of 4.0m. The constraint volume

is adjusted not to exceed the original volume 32:58m3 through the iterations. The objective function in this

example is set to minimize the sound pressure at the point located at f10; 10; 0g.

Figure 4.30 displays the optimized shapes obtained by both CBIE and BM with PSO for a frequency of

200 Hz (k=3.66) in addition to the optimized shape produced by [24] using BM with sensitivity analysis.

It can be shown that, both proposed methods validate each other as they give the same optimized shapes.

However, there is a difference between those two optimized shapes and the reference shape in one control

point as shown in table 4.2 and in fgure 4.30. Table 4.2 includes also all comparative data.

Convergences of both the ftness function (eq.(4.60)) and the volume (eq.(4.59)) during the optimization

process are shown in fgures 4.31 and 4.32 respectively.

4.6.4 Shape optimization analysis for the plane wave scattering problem by a rigid under-

water submarine

The shape optimization analysis of the plane wave scattering problem by a rigid underwater submarine is

studied in this section. Figure 4.33 shows the initial shape of the Benchmark Target Strength Simulation

Submarine (BeTSSi-Sub), previously used in [24]. The NURBS polynomial model of degree 2 for each

knot direction and the corresponding control points are presented in fgure 4.34. The two knot vectors

defning the submarine model are written as follows: Ξ = f0; 0; 0; 0:2; 0:2; 0:4; 0:6; 0:8; 0:8; 1; 1; 1g and
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Figure 4.28: Initial shape of the rigid vase.

Figure 4.29: NURBS model and control points grid for the initial vase shape.
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(a) CBIE & BM (b) Ref. [24]

Figure 4.30: Optimized shapes of the rigid vase for a frequency of 200 Hz.
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Figure 4.31: Convergence of the ftness function in terms of the number of iterations for the rigid vase
problem for a frequency of 200 Hz.
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Figure 4.32: Convergence of the volume in terms of the number of iterations for the rigid vase problem for
a frequency of 200 Hz.

CBIE BM Ref.[24]
Number of Design Variables 7 7 7
Total DOFs (NURBS Basis Functions) 1200 760 -
N2 - Number of Consecutive Iterations for PSO 20 40 -

Optimized Design Variables - z-coordinates for points:
P1
P2
P3
P4
P5
P6
P7

4.40
3.70
4.14
3.70
4.40
4.40
3.70

4.38
3.70
4.15
3.70
4.40
4.40
3.70

3.80
3.70
4.09
3.70
4.40
4.40
3.70

Table 4.2: Comparative data of the rigid vase problem for a frequency of 200 Hz.

Υ = f0; 0; 0; 0:25; 0:25; 0:5; 0:5; 0:75; 0:75; 1; 1; 1g. The submarine is embedded in a lower depth of a salt

seawater where the sound speed is c = 1509 m/s.

The direction of the incident wave - mentioned in eq.(4.11) - is given by d = f0; 1; 0g. Figure 4.34 highlights

also the six control points (P1-P6) which are set as design variables for the optimization analysis. The pair

of points (P2 with P3) and (P5 with P6) share the same initial coordinates. For the six control points / design
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Figure 4.33: Initial shape of the rigid underwater submarine.

variables, only the y-coordinate is permitted for a free movement during the optimization analysis in the

range from 1m to 6m with an initial value of 3.75m. The original volume 2362:085m3 is set as a constraint

volume not to be exceeded through the iterations. The objective function is chosen to minimize the sound

pressure at the point located at f10; 10; 0g.

Both shapes produced by CBIE and BM with PSO in addition to the optimized shape produced by [24] using

BM with sensitivity analysis for a frequency of 220 Hz (k=0.916) are presented in fgure 4.35. Although the

optimized shapes are not close, they share almost the point (P4) which is the nearest point to the feld point

where the sound pressure is minimized. Since the submarine body is quite big, the further points - which

have less effect on the concerned feld point - can be differed as shown in table 4.3. Figures 4.36 and 4.37

show the convergence of the ftness function (eq.(4.60)) and the volume (eq.(4.59)) during the optimization

process respectively.
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Figure 4.34: NURBS model and control points grid for the initial submarine shape.

CBIE BM Ref.[24]
Number of Design Variables 6 6 6
Total DOFs (NURBS Basis Functions) 1344 1344 -
N2 - Number of Consecutive Iterations for PSO 20 20 -

Optimized Design Variables - y-coordinates for points:
P1
P2
P3
P4
P5
P6

2.53
4.52
1.00
5.22
2.81
4.91

1.39
3.59
1.00
5.34
2.12
3.94

1.85
3.82
1.41
5.05
4.81
1.00

Table 4.3: Comparative data of the rigid underwater submarine problem for a frequency of 220 Hz.

4.7 Summary
In the framework of the isogeometric analysis (IGA), two boundary element methods (BEM): the conven-

tional boundary integral equation (CBIE) and Burton-Miller (BM), are employed to solve three dimensional

Helmholtz acoustic scattering problems forming IGABEM. BEM is superior in simulating infnite-domain

scattering problems as they model only the scatterer boundary without any need to discretize the exterior

domain nor to defne any truncation boundary fulflling the Sommerfeld radiation condition. BEM reduces

also the dimensionality of the problem.

Generally, BM is employed to overcome the fctitious eigenfrequencies problem caused by the non-uniqueness
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(a) CBIE (b) BM

(c) Ref. [24]

Figure 4.35: Optimized shapes of the rigid underwater submarine for a frequency of 220 Hz.
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Figure 4.36: Convergence of the ftness function in terms of the number of iterations for the rigid underwater
submarine problem for a frequency of 220 Hz.
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Figure 4.37: Convergence of the volume in terms of the number of iterations for the rigid underwater
submarine problem for a frequency of 220 Hz.
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of the numerical solution when using CBIE alone. However, in the absence of the eigenfrequencies problem

CBIE produces competitive results since it contains only regular integrals. We have applied the NURBS

basis functions with an offset to the collocation points wherever C0 is encountered, so that the normal di-

rections at collocation points required by BM can be defned distinctly and the total DOFs would equal the

total number of linear system of equations. The jump-term is defned also easily on smooth surfaces without

any need for complex calculations. It can also prevent any singularity of order O(1=r) and convert it into

regular integrals. Singularity subtraction technique (SST) is employed to overcome the hyper-singular inte-

gral of order O(1=r3) that appears in BM when the collocation point coincides with the integrated element,

while an adaptive integration is implemented for neighbor elements to the collocation point. Both CBIE

and BM show satisfactory results using only NURBS polynomial of degree 2. Nearly singularity treatment

corresponding to collocation on sphere poles when using SST for the hyper-singular integral due to highly

distorted elements is avoided using the offset scheme.

IGABEM is coupled with one of the gradient-free optimization methods, the Particle Swarm Optimization

(PSO) for structural shape optimization problems. Coupling IGA with optimization problems enables the

NURBS basis functions to represent the three models: shape design, analysis and optimization models, by a

defnition of a set of control points to be the control variables and the optimization parameters as well which

enables an easy transition between the three models.

Different numerical examples are discussed to present the validity of the proposed approach w.r.t. the ana-

lytical solution and against already published numerical results showing the agreement between the results.
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Chapter 5

The muffer problem

based on the paper ’An isogeometric Burton-Miller method for the transmission loss optimization with ap-

plication to muffers with internal extended tubes’ published in Applied Acoustics, where the contribution

of each author is summarized as follows:

Ahmed Mostafa Shaaban

� Conceptualization

� Research state of the art

� Investigation

� Formal analysis

� Methodology

� Software / Programming

� Data curation

� Data analysis

� Validation

� Visualization

� Writing-original draft preparation

Cosmin Anitescu

� Conceptualization

� Writing-review and editing
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Elena Atroshchenko

� Conceptualization

� Writing-review and editing

Timon Rabczuk

� Conceptualization

� Supervision

� Mentoring the research progress

� Review of the manuscript before submission

An electronic copy of this publication is available at: https://doi.org/10.1016/j.apacoust.

2021.108410

5.1 General
The problem of a muffer with internal extended inlet/outlet tubes is studied with the aim to optimize its

geometric design as a practical application to the Helmholtz acoustic problem. When boundary element

method (BEM) based on the conventional boundary integral equation (CBIE) is used for structures with

thin walls (internal extended tubes of small thickness), it produces nearly singular integrals which require

smaller elements and higher number of Gauss quadrature points to maintain suffcient accuracy of the over-

all solution. An alternative approach, known as mixed or dual BEM, which consists of neglecting the tube

thickness, models the wall as a single surface and prescribes BIEs of different types on each side. However,

this alternative leads to some discrepancies in the obtained results compared to other numerical or exper-

imental data especially at higher frequencies. Another approach in this chapter is to utilize Burton-Miller

method (BM) prescribing a combination of two types of BIEs on the original thin-walled geometry. BM is

introduced in the framework of isogeometric analysis (IGA) to solve the muffer problem as an interior 3D

Helmholtz acoustic problem producing more accurate results. In addition, the isogeometric BM (IGA-BM)

model benefts from the BEM philosophy of reducing the dimensionality of a 3D problem to consider only

its surfaces/boundaries. Moreover, producing the 4-pole parameters of the transmission loss (TL) enter-

ing/exiting the inlet/outlet tubes is convenient to the nature of BEM of predicting the physical variables on

the problem boundary.
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The performance of IGA-BM model is discussed and compared with the previously published results using

fnite and boundary element methods, IGA models and the available experimental data. Furthermore, opti-

mization examples using the Particle Swarm Optimization (PSO) coupled with IGA-BM are demonstrated

to maximize the TL in attenuation regions by changing the internal lengths of the extended tubes.

5.2 The Mathematical model of muffer with BM
The muffer problem considered in this chapter is illustrated in fgure 5.1. The in-going wave enters an

interior acoustic domain Ω from a muffer inlet Γin while it exits from a muffer outlet Γout. The rest of the

muffer body Γrigid is defned with rigid boundary conditions. The main muffer chamber has a diameter

D and length L. In order to enhance the muffer performance, the inlet/outlet tubes are extended internally

with lengths L1 & L2 and diameters D1 & D2 respectively. The tubes have a small thickness t as clarifed

by the detail in fgure 5.2. The unit normal vector n is pointing out outside the muffer domain.

The solution to the interior Helmholtz time harmonic wave propagation equation is the acoustic pressure u,

D
D1 D2

Γin Γout

Γrigid

Ω

n

L1 L2

L

Detail

Figure 5.1: Cross section of the muffer with extended inlet/outlet tubes.

t

Figure 5.2: Detail for the small thickness of the internal extended tube.
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which satisfes [51]:

4u+ k2u = 0 in Ω; (5.1)

where 4 denotes the Laplace operator. k is the wavenumber inversely proportional to the wavelength �

according to � = 2�=k. The Green’s function for the 3D Helmholtz equation considering the effect of a

boundary point q on a free space source point p is written as follows [124]:

G(p;q) =
eikr

4�r
; (5.2)

where r = jp− qj and i is the imaginary unit. The Helmholtz equation is transformed by using the Green’s

function to the conventional boundary integral equation (CBIE):

c(p)u(p) +

Z
Γ

@G(p;q)

@n(q)
u(q)dΓ(q) =

Z
Γ
G(p;q)

@u(q)

@n(q)
dΓ(q); p;q 2 Γ; (5.3)

in which c(p) refers to the jump-term [8].

The Burton-Miller method (BM) consists of combining two boundary integral equations as follows [38]:

CBIE + �HBIE = 0; (5.4)

where � indicates the coupling parameter set as � = i
k following [124]. HBIE is the hyper-singular bound-

ary integral equation and is derived by the differentiation of CBIE with respect to the normal n(p) at the

source point p as follows:

c(p)
@u(p)

@n(p)
+

Z
Γ

@2G(p;q)

@n(q)@n(p)
u(q)dΓ(q) =

Z
Γ

@G(p;q)

@n(p)

@u(q)

@n(q)
dΓ(q); p;q 2 Γ: (5.5)

All derivatives mentioned in equations (5.3) and (5.5) are explained in details in section 4.2.

5.3 Isogeometric analysis (IGA) with NURBS, collocation and numerical in-

tegration
The description of the isogeometric analysis with the collocation schemes are considered as same as the

previous sections 4.3 while the numerical integration schemes are considered similar to section 4.4.
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5.4 The Transmission Loss (TL)

The Transmission Loss (TL) can be predicted using different methods: the 4-pole transfer matrix method,

the improved 4-pole transfer matrix method and the 3-point method [60]. The two methods utilized in this

section are briefy explained as follows:

5.4.1 The 4-pole transfer matrix method

The muffer problem presented in fgure 5.1 can be represented by the linear acoustic 4-pole network defned

as follows: �
uin

vin

�
=

�
A B

C D

��
uout

−vout

�
; (5.6)

where u is the acoustic sound pressure and v is the normal particle velocity. The indices in and out refer

to the muffer inlet and outlet (Γin and Γout) respectively as shown in fgure 5.1 where the mentioned

quantities are evaluated. Since the normal direction on the muffer inlet is opposite to that on the muffer

outlet, a negative sign is added to vout in eq.(5.6). In order to obtain the 4-pole parameters A, B, C and D,

two BEM solutions are used with the following boundary conditions at the muffer inlet/outlet:

1) vin=1 and vout=0 to produce A = uin=uout and C = vin=uout ,

2) vin=1 and uout=0 to produce B = uin=(−vout) and D = vin=(−vout).

Finally, the TL in (dB) can be defned as follows:

TL = 20 log10

�
1

2
jA+B=(�c) + C�c+Dj

�
+ 10 log10 Sin=Sout; (5.7)

in which Sin=Sout is the ratio between the cross-sectional areas of the muffer inlet and outlet tubes respec-

tively. In this chapter, Sin = Sout, so that, this term is eliminated. The 4-pole parameters are calculated

in complex format and kept complex even in their summation in eq.(5.7) while fnally the TL computes the

absolute value.

The normal derivative of the acoustic pressure in terms of the normal particle velocity (v) is written as

follows:
@u

@n
= −i�!v; (5.8)
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where the angular frequency is ! = kc and c is the sound speed. For all muffers in this chapter, the sound

speed c is 346.1 m/s in air medium with density �= 1.1839 kg/m3.

It can be noticed from the two different boundary conditions on the muffer outlet tube that, the same known

vector b is used twice with two different coeffcient matrices A of the linear system of equations in eq.(4.32).

This leads to more computational cost due to the integration effort for the coeffcient matrices A.

5.4.2 The improved 4-pole transfer matrix method

In order to accelerate the computation of the TL, the improved 4-pole transfer matrix method is introduced

in [60]. The linear system of equations in eq.(4.32) is solved in this method twice as well but with two

different known vectors b and the same coeffcient matrix A which allows to reduce the computational cost.

This method is formulated by re-arranging the linear acoustic 4-pole network in eq.(5.6) as follows:

�
uin

uout

�
=

�
A� B�

C� D�

��
vin

−vout

�
; (5.9)

where the improved 4-pole parameters A�, B�, C� and D� are evaluated using two BEM solutions with the

following boundary conditions:

1) vin=1 and vout=0 to produce A� = uin and C� = uout,

2) vin=0 and vout=-1 to produce B� = uin and D� = uout.

Then, the original 4-pole parameters of eq.(5.6) can be obtained as follows:

A = A�=C�;

B = B� −A�D�=C�;

C = 1=C�;

D = −D�=C�;

(5.10)

to yield the TL of eq.(5.7).

In the next validation examples, both the 4-pole and the improved 4-pole transfer matrix methods are imple-

mented and compared against previously published works using the same methods in addition to the 3-point

method producing almost the same results. It is mentioned in [60] that the 3-point method is faster than the

4-pole transfer matrix as a single BEM solution is required. However, it is slower than the improved 4-pole
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transfer matrix since it needs a post-processing calculation for feld points.

5.5 Description of the structural shape optimization problem

The coupled structural shape optimization problem with BEM using the Particle Swarm Optimization (PSO)

algorithm is considered as same as the previous section 2.6

5.6 Numerical results

Several numerical examples are studied to present the performance of IGA-BM for solving muffer prob-

lems. The examples are divided into two parts. In the frst part, IGA-BM is verifed against the analytical

solution using the interior spherical cavity problem. Then, IGA-BM is validated against previously pub-

lished experimental data and the numerical results obtained from FEM, BEM and IGA models using differ-

ent muffers with and without extended inlet/outlet tubes. Subsequently in the second part, the lengths of the

extended inlet/outlet tubes are optimized using PSO to enhance the TL and the results are compared against

the previously published results obtained from FEM with sensitivity analysis.

5.6.1 Verifcation examples

Three examples are discussed in this section to verify the proposed IGA-BM algorithm that is used in the

next section for optimization problems.

5.6.1.1 The interior spherical cavity problem

An interior spherical cavity with a radius a = 1:0 m centered at the origin is considered. The cavity pulsates

radially with a unit normal velocity prescribed over its entire surface as shown in fgure 5.3 which can be

defned with the Neumann boundary condition in BM eq.(5.4) as follows:

@u

@n
= 1: (5.11)

The analytical solution of this problem is defned in [51] as follows:

uex(r) =
ka2

ka cos(ka)− sin(ka)

sin(kr)

kr
; (5.12)
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Figure 5.3: The interior spherical cavity problem.

in which r indicates the distance from the origin to the concerned point P. Hence, when the point P is

located in the origin of the cavity (r = 0), sin(kr)
kr = 1.

The NURBS polynomial degree 2 is considered for each knot direction where the two knot vectors in the

two dimensions are written as follows: Ξ = f0; 0; 0; 0:5; 0:5; 1; 1; 1g and Υ = f0; 0; 0; 0:25; 0:25; 0:5; 0:5;

0:75; 0:75; 1; 1; 1g. Figure 5.4 shows the NURBS model and the corresponding control points.

The proposed numerical solution unum of eq.(5.4) is calculated on the surface of the cavity and verifed

against the analytical solution of eq.(5.12) using the relative L2 error norm following the formula:

eL2 �
jjuex − unumjj
jjuexjj

=

sR
Γ (unum − uex)T (unum − uex)dΓR

Γ u
exTuexdΓ

; (5.13)

while 6 Gauss quadrature points for each knot span are considered for the integration.

Figure 5.5 presents the variation of eL2 as a function of DOFs per wavelength in each coordinate direc-

tion for the frequencies: 100, 500 and 1000 Hz with wavenumbers k= 1.82, 9.08 and 18.15 respectively.

The results prove the accuracy of the proposed technique for treating such interior acoustic problem with

moderate DOFs. Moreover, fgure 5.6 shows the spectrum of the acoustic pressure value at the cavity origin

(r = 0) for IGA-BM using the coarse mesh of 128 DOFs for all frequencies. The IGA-BM spectrum is

plotted against the analytical spectrum. It can be concluded that, IGA-BM is in excellent agreement with

the analytical solution even for the frequencies when tan(ka) = ka producing infnite magnitudes.

132



Figure 5.4: NURBS model and the corresponding control points grid for the interior spherical cavity.
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Figure 5.5: L2 error norm for different frequencies in terms of DOFs per wavelength in each coordinate
direction.
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Figure 5.6: Acoustic pressure spectra at the cavity origin u(0).

5.6.1.2 Muffer without extended inlet/outlet tubes

In this section, two examples are studied and verifed against previously published results using BEM, FEM

and experimental data.

Example 1: A comparison with BEM using the simple form of polynomial shape functions

In this example, the TL of a muffer without extended inlet/outlet tubes (L1 = L2 = 0 with reference

to fgure 5.1) using IGA-BM is compared against the TL results published in [51] using BEM with the

simple form of polynomial shape functions and the 4-pole transfer matrix. Moreover, the results of the

plane-wave solution is included in this comparison. The discussed muffer is shown in fgure 5.7 where

both of the radius and the length of the inlet/outlet tubes is 2.54 cm (D1 = D2 = 5.08 cm). Likewise,

the length and the radius of the of the main chamber is 15.24 cm (D = 30.48 cm and L = 15.24 cm).

Figure 5.7 contains an internal section of the muffer showing no extended inlet/outlet tubes. The muffer

is modelled using NURBS polynomial degree 2 for each knot direction where the two knot vectors are

introduced as follows: Ξ = f0; 0; 0; 1=7; 1=7; 2=7; 2=7; 3=7; 3=7; 4=7; 4=7; 5=7; 5=7; 6=7; 6=7; 1; 1; 1g and

Υ = f0; 0; 0; 0:25; 0:25; 0:5; 0:5; 0:75; 0:75; 1; 1; 1g. Figure 5.8 illustrates the NURBS model and the cor-

responding control points.
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Figure 5.7: Elevation, outer isometric and internal isometric views for a muffer without extended inlet/out-
let tubes (Example 1).

Figure 5.8: Elevation and isometric views showing the NURBS model and the corresponding control points
grid for a muffer without extended inlet/outlet tubes (Example 1).
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Figure 5.9: TL spectra for a muffer without extended inlet/outlet tubes (Example 1). Note that, both 4-pole
and improved 4-pole transfer matrix solutions (black and dashed red curves respectively) are quasi identical.

Figure 5.9 includes all the TL spectra of the comparison data. IGA-BM models are plotted for both of the

4-pole transfer matrix and the improved 4-pole transfer matrix. A constant mesh is employed in [51] using

7 DOFs along the chamber length (15.24 cm) for all frequencies while two meshes are implemented for

IGA-BM models to obtain high accuracy proportional to the increased frequencies; 6 DOFs for the same

length for frequencies less than 600 Hz and 10 DOFs for the rest of frequencies. The plane-wave solution

for the TL in (dB) can be approximated analytically for simplest reactive muffer according to the following

formula [51]:

TL = 10 log10

�
1 +

1

4

�
m− 1

m

�2

sin2 kL

�
; (5.14)

wherem is the expansion ration between the cross-section area of the inlet/outlet tubes and the cross-section

area of the main chamber. L indicates the length of the main chamber. It can be seen that, both 4-pole and

improved 4-pole transfer matrices result in the same plot, however the 4-pole transfer matrix requires more

time to assemble 2 system matrices. Both methods are also in a very good agreement with [51] except for

small deviations in the cases of higher frequencies. The reason may be because a constant coarse mesh is

used in [51] even for higher frequencies. The plane-wave solution given by eq.(5.14) is accurate only for
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small frequencies less than 300 Hz. After that, it fails to predict the correct TL due to the large chamber

diameter.

Example 2: A comparison with FEM and experimental data

In this example, the TL produced by a bigger muffer (silencer) without extended inlet/outlet tubes is vali-

dated against the TL results produced by FEM models with full 3D hexahedron elements presented in [52]

using the 3-point method. The experimental data shown in the same reference are included in the compar-

ison as well. The concerned muffer/silencer is shown in fgure 5.10 where both the inlet/outlet tubes have

the same length 50.0 cm and the same diameter D1 = D2 = 5.25 cm. The main chamber has a length L =

45.30 cm with a diameter D = 14.93 cm. Figure 5.11 clarifes the NURBS model and the corresponding

control points where the two knot vectors are written similar to Example 1.

Similar to the previous example, the TL spectra for all comparison data are plotted in fgure 5.12. The

spectra of IGA-BM models using both the 4-pole and improved 4-pole transfer matrices are plotted as well,

where it can be seen that, the two plots are identical to each other. The IGA-BM models employed 9 DOFs

for the inlet/outlet tube length (50.0 cm) or the chamber length (45.30 cm) for frequencies less than 800 Hz

and 12 DOFs for the rest of frequencies while a constant fner mesh is used in [52]. It can be concluded

that the IGA-BM solutions are in a very good agreement with the FEM solution of [52] while the small

differences with the experimental data are possible due to the measurement error.

5.6.1.3 Muffer with extended inlet/outlet tubes

In this section, the TL of a muffer with extended inlet/outlet tubes using IGA-BM is compared with the TL

results obtained from the following:

1) The models implemented in [55] using Galerkin-FEM (GFEM) with quadratic axi-symmetric triangular

elements and the improved 4-pole transfer matrix.

2) The 3D IGA models reported in [56] using NURBS with polynomial degree 3 and a mathematical ex-

pression for the TL.

3) The models implemented in [57] using BEM with the simple form of quadratic shape functions and the

4-pole transfer matrix.

4) The experimental data obtained in [57].

This comparison is performed for the muffer confguration shown in fgure 5.13 where the main chamber
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Figure 5.10: Elevation, outer isometric and internal isometric views for a muffer without extended in-
let/outlet tubes (Example 2).
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Figure 5.11: Elevation and isometric views showing the NURBS model and the corresponding control
points grid for a muffer without extended inlet/outlet tubes (Example 2).
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Figure 5.12: TL spectra for a muffer without extended inlet/outlet tubes (Example 2). Note that, both
4-pole and improved 4-pole transfer matrix solutions (black and dashed red curves respectively) are quasi
identical.
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has a length L = 28.23 cm with a diameter D =15.32 cm. Both the inlet/outlet tubes have the same di-

ameter D1 = D2 = 4.86 cm. With reference to [52], the outside length of the inlet/outlet tubes has no

signifcant effect on the TL. Therefore, this length is taken as 8.0 cm. The most important factor in the TL

is the internal extended length of the inlet/outlet tubes. In this comparison, the length of the extended inlet

tube L1 is taken as 13.1 cm while the extended outlet length L2 is taken as 6.1 cm. As discussed, BM can

consider the small thickness of the extended tubes which is taken as t =0.2 cm in this example. Figure 5.13

presents also the extended tubes in an internal section of the muffer. The muffer is modelled with NURBS

of polynomial degree 2 for each knot direction where the two knot vectors are written as follows: Ξ =

f0; 0; 0; 1=13; 1=13; 2=13; 2=13; 3=13; 3=13; 4=13; 4=13; 5=13; 5=13; 6=13; 6=13; 7=13; 7=13; 8=13; 8=13;

9=13; 9=13; 10=13; 10=13; 11=13; 11=13; 12=13; 12=13; 1; 1; 1g and Υ = f0; 0; 0; 0:25; 0:25; 0:5; 0:5; 0:75;

0:75; 1; 1; 1g. Figure 5.14 presents the NURBS model with the corresponding control points. Additional

detail in fgure 5.15 shows the small thickness of the extended tube where the control points are so close to

each other.

All compared TL spectra are illustrated in fgure 5.16 where IGA-BM models are implemented using both

the 4-pole transfer matrix and the improved 4-pole transfer matrix. The maximum element sizes employed

for all frequencies for the GFEM mesh in [55], the IGA model in [56] and the proposed IGA-BM models

are 0.6, 2.82 and 4.03 cm respectively. It is worth noting that the proposed IGA-BM models are also coarser

than the IGA model of [56] even through the polar direction.

Similar to the previous conclusion, both 4-pole and improved 4-pole transfer matrices produce the same

plot. Both methods are also in an a very good agreement with GFEM models of [55] in addition to the ex-

perimental data except in resonance regions, while they keep the good agreement even in resonance regions

with IGA models of [56]. Only small differences with the experimental data appear which can be attributed

to the measurement error.The differences between the BEM results of [57] and all other results especially

for higher frequencies could be due to neglecting modelling the thickness of the extended tubes in the old

BEM models. This demonstrates the advantage of the proposed IGA-BM models.
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Figure 5.13: Elevation, outer isometric and internal isometric views for a muffer with extended inlet/outlet
tubes.
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Figure 5.14: Elevation and isometric views showing the NURBS model and the corresponding control
points grid for a muffer with extended inlet/outlet tubes.
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Figure 5.15: A detail showing the elevation view for the control points of the extended tube part with small
thickness.

5.6.2 Optimization analysis of the TL for muffers with extended inlet/outlet tubes

The same muffer discussed in section 5.6.1.3 and shown in fgure 5.13 is examined in this section as well.

Changes are applicable only to the lengths of the internal extended inlet/outlet tubes. The initial inlet/outlet

tube lengths (L1 & L2) are set as 7.0/8.0 cm which produce the TL spectrum presented in fgure 5.17. It can

be seen that, two attenuation regions are existing in the frequency band from 600 to 650Hz and from 1200

to 1250 Hz. In order to optimize the TL in these two regions, three optimization cases are discussed in the

next sections with the lengths of the two internal extended tubes taken as two design variables. The lengths

are allowed to a free change during the optimization process in the range of 1.0 cm to 14.0 cm.

The IGA-BM models using only the improved 4-pole transfer matrix (which builds up one system matrix)

are employed to speed up the optimization analysis. The optimization results are implemented using the

PSO algorithm and compared against the previously reported results in [126] using quadratic axi-symmetric

triangular FEM and sensitivity analysis. The maximum element size of these FEM models is 0.6 cm while

the IGA-BM models with maximum element size of 4.03 cm are used in this comparison.

It is worth noting that the frst calculated matrix A and vector b in eq.(4.32) are stored. Then for each

following iteration, they are re-called again while only changes are applicable to the rows corresponding to

the collocation points placed on the modifed internal extended inlet/outlet tubes and also to the columns

containing the integration over the surface of the modifed tubes. This helps to accelerate the optimization
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Figure 5.16: TL spectra for a muffer with extended inlet/outlet tubes. Note that, both 4-pole and improved
4-pole transfer matrix solutions (black and dashed red curves respectively) are quasi identical.
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Figure 5.17: TL spectrum for a muffer with initial extended tubes before optimization.

process and prevent any repeated integration.

5.6.2.1 Optimization for frequency band from 600 to 650 Hz without physical constraints

In order to optimize the TL for the frequency band from 600 to 650 Hz, the following objective function is

defned:

F (x) = min
�

1
50

R 650
600 TL(f) df

; (5.15)

in which f indicates the frequency in interest under the integral and � refers to a scalar factor which is chosen

as 10 for all examples in this work. The variable x is the length of the internal extended inlet/outlet tubes

(L1 & L2). Several tests are implemented using only 4 and 10 Gauss quadrature points for the integration

inside the objective function instead of 200 points with Simpson’s integration rule in [126] since increasing

the number of Gauss points does not improve the solution. This is supported by the study discussed in [21]

where the adequacy of using few Gauss quadrature points was proven for such integration to give the same

results as produced by using more points or other integration methods. Since there is no constraint defned

for this case, the ftness function of eq.(2.28) equals the the objective function in eq.(5.15) where it can be

written as follows:

Fitness = F (x) = min
�

1
50

R 650
600 TL(f) df

: (5.16)
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Figure 5.18: Convergence of the ftness function in terms of the number of iterations for the optimization
problem of the frequency band from 600 to 650 Hz.
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Figure 5.19: TL spectra for the initial and optimized muffers with extended inlet/outlet tubes for the fre-
quency band from 600 to 650 Hz.
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Figure 5.18 illustrates the variation of the ftness function during the optimization process for different values

of the Number of Consecutive Iterations (N2) and using 4 and 10 Gauss quadrature points. It can be seen

that all confgurations lead to close results. Furthermore, it can be observed that, the confguration ofN2 =3

with 4 Gauss points is suffcient to produce accurate results. Figure 5.19 shows the TL spectra for the initial

and optimized muffers. The comparative data are shown in table 5.1. It can be shown that, the results

obtained from the IGA-BM model - in terms of the optimized lengths, spectrum and the objective function

- are in a very good agreement with those of [126]. As shown in fgure 5.19, the TL in the frequency band

from 600 to 650 Hz could be enhanced using the ftness function of eq.(5.16). However the attenuation

region in the frequency band from 1200 to 1250 Hz still exists.

FEM [126] IGA-BM
Objective Function 0.195 0.202
Number of Design Variables 2 2
Number of frequencies inside the the frequency band 200 4
N2 - Number of Consecutive Iterations for PSO - 3
Max. Element Size (cm) 0.6 4.03
Optimized lengths L1 & L2 (cm) 12.86 & 10.55 12.74 & 10.37

Table 5.1: Comparative data for the optimization problem of frequency band from 600 to 650 Hz.

5.6.2.2 Optimization for two frequency bands from 600 to 650 Hz and from 1200 to 1250 Hz without

physical constraints

In order to optimize the TL of the attenuation regions in the two frequency bands from 600 to 650 Hz and

from 1200 to 1250 Hz, the objective function is modifed to the following formula:

F (x) = min

�
�

1
50

R 650
600 TL(f) df

+
�

1
50

R 1250
1200 TL(f) df

�
: (5.17)

Consequently, the ftness function of eq.(2.28) with no defned constraint equals the objective function in

eq.(5.17) and can be re-written for this case as follows:

Fitness = F (x) = min

�
�

1
50

R 650
600 TL(f) df

+
�

1
50

R 1250
1200 TL(f) df

�
: (5.18)
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Figure 5.20: Convergence of the ftness function in terms of the number of iterations for the optimization
problem of two frequency bands without a constraint function.
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Figure 5.21: TL spectra for the initial and optimized muffers with extended inlet/outlet tubes for the two
frequency bands without a constraint function.
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Figure 5.20 shows the variation of the ftness function during the optimization process for different values

of N2 and using 4 and 10 Gauss quadrature points, where it can be seen that all trials converge to close

results. Figure 5.21 displays the TL spectra for the initial and optimized muffers. The comparative data are

shown in table 5.2 where the objective function obtained from the proposed model is less than that of [126].

Moreover, there is a study implemented in [126] to fnd out manually the optimum length of the internal

extended inlet tube L1 while fxing the length of the internal extended outlet tube L2 to be 12.21 cm and the

optimum length was obtained as L1 = 5.8 cm giving an objective function of 0.65. Reaching the optimum

results directly with the proposed model verifes its effciency. Furthermore, fgure 5.21 demonstrates the

enhancement of the TL in the two concerned frequency bands using the ftness function of eq.(5.18), where

it can be seen that the two initial attenuation regions vanish.

FEM [126] IGA-BM
Objective Function 1.0 0.624
Number of Design Variables 2 2
Number of frequencies inside the the frequency band 200 4
N2 - Number of Consecutive Iterations for PSO - 3
Max. Element Size (cm) 0.6 4.03
Optimized lengths L1 & L2 (cm) 5.23 & 12.21 5.67 & 12.70

Table 5.2: Comparative data for the optimization problem of two frequency bands without a constraint
function.

5.6.2.3 Optimization for the frequency band from 600 to 650 Hz with a constraint in the frequency

band from 1200 to 1250 Hz

Another objective function is defned in this section to optimize the TL of the attenuation region in the

frequency band from 600 to 650 Hz as follows:

F (x) = min
� 1

50

R 1250
1200 TL(f) df

1
50

R 650
600 TL(f) df

; (5.19)
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Figure 5.22: Convergence of the ftness function in terms of the number of iterations for the optimization
problem of two frequency bands with a constraint function.
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Figure 5.23: TL spectra for the initial and optimized muffers with extended inlet/outlet tubes for the two
frequency bands with a constraint function.
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but with another constraint to force the TL in the frequency band from 1200 to 1250 Hz to be at least equal

to 10. This constraint can be written mathematically as follows:

gl(x) =
10

1
50

R 1250
1200 TL(f) df

− 1 � 0: (5.20)

Thus, the ftness function of eq.(2.28) including both the objective and constraint functions can be introduced

as follows:

Fitness = min

�
� 1

50

R 1250
1200 TL(f) df

1
50

R 650
600 TL(f) df

�
+ � �max

��
10

1
50

R 1250
1200 TL(f) df

− 1

�
; 0

�
: (5.21)

The variation of the ftness function during the optimization process is presented in fgure 5.22 for different

N2 values using 4 and 10 Gauss quadrature points converging to close results. Figure 5.23 clarifes the TL

spectra for the initial and optimized muffers. The comparative data are shown in table 5.3. The enhancement

of the TL in the two considered frequency bands is clear in fgure 5.23 where the two initial attenuation

regions vanish. Finally, it can be concluded that the proposed model of IGA-BM with PSO using coarser

meshes and extremely few Gauss quadrature points for the integration of the objective function produces

comparable results with those obtained from FEM models with sensitivity analysis reported in [126].

FEM [126] IGA-BM
Objective Function 3.70 3.26
Number of Design Variables 2 2
Number of frequencies inside the the frequency band 200 4
N2 - Number of Consecutive Iterations for PSO - 10
Max. Element Size (cm) 0.6 4.03
Optimized lengths L1 & L2 (cm) 6.82 & 12.54 6.51 & 12.70

Table 5.3: Comparative data for the optimization problem of two frequency bands with a constraint function.

5.7 Summary

One of the boundary element methods; Burton-Miller method (BM) is coupled with the isogeometric anal-

ysis (IGA) - forming IGA-BM - to study the muffer problem with extended inlet/outlet tubes as an interior

Helmholtz acoustic problem. BM can properly model the extended tubes with thin thickness as two surfaces
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separated from each other by a small gap since the normal direction at each collocation point over all surfaces

can be evaluated. Moreover, BM provides the merit of BEM models of modelling only the surface/boundary

of the 3D problem reducing its dimensionality. In addition, IGA is powerful for modelling complex surfaces

with accelerated refnement process and higher accuracy by approximating both the CAD geometry and the

physical boundary variables with Non-Uniform Rational B-splines basis functions (NURBS).

The main design factor for muffers, the transmission loss (TL), is calculated using three methods; the

3-point method, the 4-pole transfer matrix method and the improved 4-pole transfer matrix method. All

methods give almost the same results while the improved 4-pole transfer matrix is preferred since it requires

only one system matrix with two different vectors for different boundary conditions. This speeds up the

computation process. In addition, the TL produces the 4-pole parameters entering/exiting the inlet/outlet

tubes which is convenient to the nature of BM of predicting the physical variables on the boundary of the

problem.

The validity of IGA-BM using coarser meshes is proven in comparison with the analytical solution, ex-

perimental data and the previously published numerical results with BEM, FEM and IGA models. The

Particle Swarm Optimization (PSO) is shown as a simple gradient-free method which does not require any

sensitivity analysis. Pairing it with IGA-BM models for shape optimization problems makes the commu-

nication straightforward between the three models: CAD, design and optimization models. As long as few

design variables are set for the optimization problem, a lower value for the Number of Consecutive Iterations

(N2) can be chosen converging to excellent results. In addition, minimization of the objective function for

optimization problems for maximizing the TL can be achieved by dividing the frequency band only to 4

frequencies and using 4 Gauss quadrature points for integration purposes [127].
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Chapter 6

Conclusion

6.1 Summary of the fndings
In this thesis, the isogeometric analysis (IGA) is proposed in the framework of the boundary element meth-

ods (BEM) forming the so-called (IGABEM) to study the Helmholtz time harmonic equation for acoustic

problems. BEM is superior in handling the Helmholtz equation since it models only the inner boundaries

and avoids the truncation error for infnite domain problems. NURBS approximate both the CAD geome-

tries and the physical felds. IGABEM accelerates re-meshing and provides higher accuracy compared to

the standard BEM.

Furthermore, Particle Swarm Optimization (PSO) - as a simple gradient-free method which does not require

any sensitivity analysis - is coupled with IGA for shape optimization problems. This model provides a great

advantage in optimization models, since it gets beneft from the IGA feature of representing the three differ-

ent models: shape design, analysis and optimization models using a single set of control points. This allows

a smooth transition between the three models through the optimization iterations.

The proposed model is verifed using several numerical examples compared against analytical and previ-

ously published numerical methods.

The conclusion of each chapter can be summarized here as follows:
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In Chapter 2, an approach is developed for 2D Helmholtz acoustic problem by coupling the particle swarm

method (PSO), with the isogeometric analysis (IGA) using two boundary element methods avoiding an

interior discretization of the domain; the conventional (IGABEM) and the eXtended (XIBEM). Several nu-

merical examples considering the duct problem and different optimization cases of the noise barrier and

horn problems are examined and the obtained results are compared against the analytical solution or the

previously published methods. It is demonstrated that, the results of the present approach are generally in

good agreement with some computation advantage to XIBEM which allows coarser meshes. PSO is simpler

than the gradient-based optimization methods since it does not need any sensitivity analysis, but it has some

trade-offs with regard to the convergence speed. Furthermore, as the number of design variables increases,

a larger number of consecutive iterations (N2) is required. Larger N2 helps also in higher frequency cases.

In some cases the solution may not be unique and different optimal geometries can be obtained.

In Chapter 3, a 3D axi-symmetric Helmholtz acoustic problem is solved by coupling the isogeometric anal-

ysis (IGA) and the boundary element method (IGABEM). Due to the axial symmetry, surface integration

in the boundary integral equation (BIE) can be split into the line integral and reduced integration in the

angular direction. This enables us to reduce dimensionality of the BIE to 1D (i.e. only the line BIE is

descretised), resulting in signifcant computational savings and therefore, for the same computational ca-

pabilities, the proposed approach can be applied to much higher frequencies in comparison to a fully 3D

IGABEM. Three numerical examples with a variety of frequencies are analysed for the spherical problems.

The performance of IGABEM for axi-symmetric models is verifed with the analytical solutions showing

better capabilities for handling extremely high frequencies compared to the already published 3D models.

Axi-symmetric IGABEM is subsequently paired with the PSO for shape optimization. Different numerical

examples considering several optimization cases of the horn problem with cylindrical symmetry are studied

and the obtained results are compared with previously published methods. It is demonstrated that, the results

of the present approach using fewer degrees of freedoms were in very good agreement with the previously

published results. Minimization of the objective function regarding the frequency band cases using either

summation or averaging methods with only 4 frequencies shows superior effciency.
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In Chapter 4, two boundary element methods (BEM): the conventional boundary integral equation (CBIE)

and Burton-Miller (BM), are employed in the framework of the isogeometric analysis (IGA) to solve three

dimensional Helmholtz acoustic scattering problems forming IGABEM. BM is employed to overcome the

fctitious eigenfrequencies problem caused by the non-uniqueness of the numerical solution when using

CBIE alone. However, in the absence of the eigenfrequencies problem CBIE produces competitive results

since it contains only regular integrals. We have applied the NURBS basis functions with an offset to the

collocation points wherever C0 is encountered, so that the normal directions at collocation points required

by BM can be defned distinctly and the total DOFs would equal the total number of linear system of equa-

tions. The jump-term is defned also easily on smooth surfaces without any need for complex calculations.

It can also prevent any singularity of order O(1=r) and convert it into regular integrals. Singularity sub-

traction technique (SST) is employed to overcome the hyper-singular integral of orderO(1=r3) that appears

in BM when the collocation point coincides with the integrated element, while an adaptive integration is

implemented for neighbor elements to the collocation point. Both CBIE and BM show satisfactory results

using only NURBS polynomial of degree 2. Nearly singularity treatment corresponding to collocation on

sphere poles when using SST for the hyper-singular integral due to highly distorted elements is avoided us-

ing the offset scheme. IGABEM is coupled with the Particle Swarm Optimization (PSO) for structural shape

optimization problems. Different numerical examples are discussed to present the validity of the proposed

approach with respect to the analytical solution and against already published numerical results showing the

agreement between the results.

In Chapter 5, Burton-Miller method (BM) is coupled with the isogeometric analysis (IGA) - forming IGA-

BM - to study the muffer problem with extended inlet/outlet tubes as an interior Helmholtz acoustic prob-

lem. BM can properly model the extended tubes with thin thickness as two surfaces separated from each

other by a small gap since the normal direction at each collocation point over all surfaces can be evalu-

ated. Moreover, BM provides the merit of BEM models of modelling only the surface/boundary of the

3D problem reducing its dimensionality. In addition, IGA is powerful for modelling complex surfaces with

accelerated refnement process and higher accuracy by approximating both the CAD geometry and the phys-
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ical boundary variables with Non-uniform Rational B-splines basis functions (NURBS). The main design

factor for muffers, the transmission loss (TL), is calculated using three methods; the 3-point method, the

4-pole transfer matrix method and the improved 4-pole transfer matrix method. All methods give almost the

same results while the improved 4-pole transfer matrix is preferred since it requires only one system matrix

with two different vectors for different boundary conditions. This speeds up the computation process. In

addition, the TL produces the 4-pole parameters on the inlet/outlet transparent surfaces which is convenient

to the nature of BM of predicting the physical variables on the boundary of the problem. The validity of

IGA-BM using coarser meshes is proven in comparison with the analytical solution, measured data and the

previously published numerical results with BEM, FEM and IGA models. The Particle Swarm Optimization

(PSO) is shown as a simple gradient-free method which does not require any sensitivity analysis. As long

as few design variables are set for the optimization problem, a lower value for the Number of Consecutive

Iterations (N2) can be chosen converging to excellent results. In addition, minimization of the objective

function for optimization problems regarding maximizing the TL can be achieved by dividing the frequency

band only to 4 frequencies (Gauss quadrature points) for integration purposes.

6.2 Scope of future work
The present methods can be further extended in the future to address the following:

- The Artifcial Neural Network Methods for acoustic applications with BEM [128].

- The inverse problem detecting the object shape inside the problem domain [129, 130].

- Local refnement schemes based on T-splines [11], LR-B-splines [131], or PHT-splines [89].

- GPU computing to speed up the analysis process [132, 133, 79].

- Other engineering problems based on collocation methods such as frictional problems [134], crack mod-

eling [135], ocean circulation [136] and inelastic materials [137].
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